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INTRODUCTION

In January 2019, the Serbian Minister of Internal Affairs made a 
groundbreaking announcement on national television, revealing their 
collaboration with Huawei, the Chinese tech giant. This partnership was 
poised to transform Belgrade into the first capital in Europe covered by 
thousands of cameras equipped with facial recognition capabilities. This 
announcement set off alarm bells for us, and we recognised the urgent need 
for immediate action, lest the streets of Belgrade undergo an irreversible 
transformation.

After nearly five years of relentless opposition to the introduction of face 
recognition surveillance in our city, involving three Ministers of Internal 
Affairs in Serbia, two withdrawn Draft Laws, numerous meetings, and 
countless hours devoted to research, campaigning, and advocacy, we 
made the decision to pen a book. Despite our familiarity with navigating 
uncharted waters, the realisation that the government was boasting about 
surveilling the entire population using AI technology presented us with a 
formidable challenge. Fortunately, we received support from individuals 
within our city and from partners facing similar threats worldwide, without 
whom our work would have been impossible.

This book is one of the most comprehensive explorations of how biometric 
systems are being used around the world and the laws (or lack of) which 
prescribe this. Whilst it does not profess to be exhaustive, it gives a snapshot 
of the global state of biometric surveillance in 2023. It is aimed at anyone 
wanting to better understand what biometric mass surveillance is, why we 
should care, and what can give us hope in the face of powerful state and 
private actors.

A standout theme throughout this book is the serious harm that these 
systems can lead to and the extreme violence which they facilitate. Traumatic 
wrongful arrests, eugenics, ethnic cleansing, exclusion, pushbacks and 
persecution are at the heart of biometric mass surveillance practices. 

These practices in turn are driven by a global biometric surveillance industry 
where profits are privileged over people and our rights, and by states who 
believe – despite an abundance of evidence to the contrary – that these 
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systems contribute to a secure society. Each of the three sections of this 
book recognises that biometric technologies, and how they are used, are 
intrinsically a political issue.

Another key finding is just how difficult it is to uncover information 
about what’s truly going on. From technical specifications, through to 
procurement processes and actual deployments: biometric systems have 
been shrouded in secrecy, further tipping the power balance between those 
who watch on the one hand, and those that get watched on the other. 

There are likely to be many more abuses hidden in plain sight. The authors 
of this book have been reliant on, and are deeply grateful for, the work of 
journalists, lawyers, researchers and civil society groups who have fought 
tirelessly to expose the truth. On the regulatory front, dozens of data 
protection authorities, as well as independent supervisors like the Scottish 
Biometrics Commissioner and the NYPD Comptroller, are doing vital 
work to bring information to the public. However, these groups are all 
chronically under-resourced.

The legal situation across the world is changing rapidly, even in the final 
stages of writing this book. Delicately-brokered attempts to outlaw public 
facial recognition in some US states and in the EU have come under fire 
from politicians claiming that they will help fight serious crime. Moratoria 
are enacted then withdrawn, and efforts to regulate fizzle out. This is despite 
the fact that in the course of researching this book, we did not find even a 
single example of biometric mass surveillance technologies keeping people 
safe or contributing to justice – but a landslide of evidence of the harms.
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KEY TERMS

Artificial intelligence (AI) — the ability to perceive, analyse and understand 
information by machines, which can be applied to autonomously perform 
tasks in different fields, such as speech recognition, computer vision or 
natural language processing.

Biometrics — an umbrella term to refer to the field, the measurement of 
features to turn them into biometric data, and/or the subsequent processing 
of biometric or biometrics-based data.

Biometric data — personally-identifying data relating to someone’s face, 
body, or other physical or physiological characteristics (face, gait, etc.), 
usually that have been processed into a machine-readable format (template) 
with some connection to a person’s identity. Some jurisdictions, such as the 
EU, state that the data must be able to “allow or confirm” a person’s unique 
identity in order to be biometric (for example, a template of a person’s face) 
and are only sensitive when used for the “purpose” of unique identification.

Biometric features — the physical and physiological features (face, 
eye, voice) before they have been processed to generate the biometric or 
biometrics-based data.

Biometric identification — the process of predicting the identity of a 
natural person by comparing their biometric data against a specific database 
or multiple databases (e.g. national ID database, database of wanted persons) 
above a certain threshold of probability.

Biometric mass surveillance (BMS) practices — the use of a system which 
captures and/or processes multiple people’s biometric features at once, and 
which makes it possible that any of those persons might not be aware of 
it happening. As such, BMS practices are most commonly seen in public 
spaces, and are usually linked to systems that can identify people – although 
this is not necessary for the system to constitute BMS. This definition does 
not cover uses such as unlocking your personal phone, as long as they are 
genuinely consensual.
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Biometric surveillance — a system which monitors people’s biometric 
features in any way that is not under the full control and consent of the 
individual data subject.

Biometrics-based data — data that may not initially seem to personally 
identify someone (e.g. hair colour, skin colour, emotion) and have been 
processed into a machine-readable format. We note, however, that with the 
increase in video capture power, many of these data are or will soon be able 
to uniquely identify a person. Even without this ability, their processing can 
still be equally intrusive or harmful. As such, whilst this book uses the term 
“biometrics-based data” for clarity, we do not consider this to be a robust or 
scientific distinction. Instead, we advocate for biometrics-based data to be 
given the same (high) protections as biometric data.

Computer vision — an area of artificial intelligence which allows machines 
to analyse and understand information acquired from various visual inputs, 
such as digital images or video materials.

Eigenface — a visual representation of an eigenvector facial image as 
perceived by the human eye.

Eigenvector — in computer vision, a mathematical object which represents 
variability or deviation between the characteristics of a specific human face 
and an average value of all faces contained in a dataset.

Facial detection — a technical method of determining if a video or digital 
image material contains human faces, which is performed by automated 
means.

Facial recognition — a system/process to identify people based on their 
face biometrics. It can be used in real-time, often known as live facial 
recognition (LFR), or after the fact, known as retrospective facial 
recognition.

Facial recognition technology (FRT) — as above, but usually refers to the 
whole system rather than the process.

Machine learning (ML) — the process of teaching machines to 
autonomously make predictions or decisions based on creating a 
mathematical model from data used for training. 

Minoritised — following the Equinox RJI, we use the term “minoritised” 
for people or communities that have been constructed as non-dominant, 
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particularly those pushed to the margins of society (for example migrant 
communities and poor communities). In particular, we prefer this term to 
“vulnerable”, thereby recognising that these communities are not vulnerable 
but have been put in precarious or vulnerable positions as a result of state 
policies and practices.

Moratorium — a temporary or time-limited ban on, or pause of, (in this 
context) certain biometric technologies. It may be limited to their use, or 
may also cover their development and deployment.

Neural networks — a method of artificial intelligence which teaches 
machines to process information so that they can find similarities or 
differences between data inputs in a supposedly similar way to the human 
brain.

People on the move — individuals or groups who are migrating for 
a number of reasons, including but not limited to seeking asylum. We 
privilege this term over others such as “migrants”, which are often used 
with negative connotations, and which may also be used to suggest that 
only some categories of people on the move should be protected. However, 
we reassert that all persons on the move have rights and deserve protection.

Principal Component Analysis (PCA) — a statistical technique used to 
analyse large datasets and extract an average of key characteristics, i.e. the 
principal components of data.

Racialised — following the work of the Equinox Racial Justice Initiative 
(RJI), we use the term “racialised” to refer to people or communities who 
have been ascribed a perceived racial or ethnic identity, largely in the Global 
North. This includes Black and Brown communities, Muslim communities 
and Roma and Sinti people.

Remote Biometric Identification (RBI) — a term usually used in the EU 
context, as it is derived from the EU’s AI Act. It refers to any identification 
done “at a distance”, using biometric data.

Securitisation — specifically in the context of people on the move, 
“securitisation” can be seen as a purported security-focused approach 
to migration and border policies, within which people on the move are 
perceived as a risk to be managed and an external threat, rather than as 
human beings seeking assistance.
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Training datasets — structured data (i.e. uniformly-prepared data for 
digital machine processing) which are fed to the system in order to train 
machines to perform specific functions. For example, in the case of computer 
vision systems, the training datasets consist of millions of different digital 
images either of human faces or various objects, depending on the type and 
intended purpose of the system.

Video surveillance system — a connected system for capturing video 
footage, often a closed-circuit television (CCTV) system.
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INTRODUCTION

Starting with the basic technological processes that underpin biometric 
technologies, this section charts the development of increasingly 
sophisticated artificial intelligence systems. Over the last decade, these 
systems have transformed from performing relatively simple actions like 
spotting objects, into an exponentially complex landscape of processes for 
recognising, profiling, and making predictions and decisions on the basis of 
people’s faces, bodies and behaviours. 

The human mind has always been a key inspiration for research and 
development into computer vision. Yet an essential difference persists. 
Whilst the individuality of faces or the ridges and valleys of fingerprints 
make them ideal for algorithmic analysis, biometric recognition functions 
in an inherently reductionist way — where parts of our faces and bodies 
become machine-readable “objects”.

In the late 1980s and into the 1990s, computer scientists and researchers 
grappled with how to convey human faces in machine-readable formats. 
The concepts of eigenfaces and eigenvectors allow us to understand that in 
order to “see” faces, facial recognition systems have to analyse how far any 
particular face is from a composite “average” face. At the same time, these 
coordinate systems represent the data with which they were fed and the 
decisions of those that fed them — in the case of these early systems, white 
men. 

Those falling outside the machine’s frame of reference for making sense of 
the world and determining what is “normal” are thus bound to be excluded 
and discriminated against. Such examples are deeply revelatory of how — as 
researchers such as Joy Buolamwini, Timnit Gebru and Deborah Raji have 
long emphasised — biometric technologies encode and reproduce human 
biases and discrimination. Algorithms are therefore a critical instrument of 
power for those that create them and set the rules by which they process 
data.

Through the process of Principal Component Analysis (PCA), we can 
further see how modern biometric processing is in fact based in crude 
stereotypes and even eugenic theories suggesting that a person’s qualities 



B
E

YO
N

D
 T

H
E 

FA
C

E
: B

IO
M

ET
R

IC
S 

A
N

D
 S

O
C

IE
T

Y
16

TE
C

H
N

O
LO

G
Y 

IN
TR

O
D

U
C

TI
O

N

can be read in their face. Facial recognition systems developed in recent 
years by Google and Facebook have both labelled Black people as monkeys, 
emphasising just how deeply embedded these discriminatory ideas are in 
contemporary biometric systems.

These developments have all contributed to conditions whereby it is easier, 
faster and cheaper than ever before for states and corporations to roll out 
cameras and sensors, to store footage and reference images, and to apply 
facial recognition algorithms and other forms of analysis and profiling. 
Companies have used “the cloud” to make supercharging surveillance 
capabilities as easy as downloading an app on your phone; high-definition 
video has become a reality even in poor lighting conditions; and patents 
reveal developments that can recognise people even as their faces move and 
contort.

The increasing ease by which spaces that we all rely on to live our lives can 
be put under permanent surveillance has even become a key selling point 
for companies. We see how Huawei has marketed their “smart” technologies 
to landlords and small security operations — meaning that biometric 
mass surveillance is no longer the preserve of central governments. This 
decentralisation of biometric surveillance is matched by the technologies 
themselves, which increasingly promise the camera’s inbuilt capabilities 
to spot intruders or shifts in crowd behaviour, eliminating the need for 
expensive operations rooms equipped with dozens of screens and blurring 
traditional boundaries between hardware and software.

In one particular example from Huawei, a system boasts capabilities 
including tagging (bookmarking parts of footage), creating automated 
blocklists for people behaving “abnormally”, tracking people’s trajectories (a 
feature also promoted by Amazon), and other tools that allow the creation 
of the world’s most advanced panopticon. At the same time, many of these 
companies, Clearview AI and PimEyes included, warn their users that these 
tools should not be used in this way — a hypocritical statement given that 
mass surveillance is at the core of their design.

These systems also profile people’s behaviours and perform other types of 
profiling — such as of people’s emotions — in ways that question whether 
regulators to date have focused too much on identification use cases (where 
the goal is to find the name, reference, or other unique characteristic of 
a person or persons) and not enough on protections for use cases where 
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identification is not the goal (for example because the aim is to profile them 
based on their hair colour, regardless of who they are).

This section also hits on an essential problem, which is the extent to which 
companies have been able to set the agenda for how technologies can be 
used. IBM, for example, claimed to have stopped selling facial recognition to 
US police in the wake of the murder of George Floyd, but these claims have 
never been independently verified. And Microsoft’s long-standing promise 
to retire emotion recognition technologies was, at the time of writing, still 
to be enacted.

The very fact that these companies have decided to enact moratoria on their 
own products and services hints at just how dangerous these systems are; at 
the same time, it also emphasises just how important it is not to allow them 
to make decisions that can have such far-reaching repercussions on our civil 
liberties.

Despite a seemingly technical and mathematical veneer, we can see that 
the development of these systems is and has always been deeply human. 
Racism and other forms of discrimination have masqueraded as technical 
objectivity. With patents and marketing materials opening a window into 
the biometric surveillance industry, it is clear that no millimetre of our faces 
or bodies is off-limits.
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COMPUTER VISION
BACKGROUND

To understand how machines observe, perceive, and make sense of objects 
and data — human faces in particular — we need to take a more detailed 
look at the logical framework of biometric data-processing systems. An 
illustrative system for this report will be one performing facial recognition, 
which remains the most prevalent and studied form of biometric recognition 
in surveillance contexts. 

The concept of computer vision is of key importance for understanding 
the processing of images by machines. Machines or systems trained for 
computer vision can not only perceive and recognise objects or other visual 
representations in photos and videos, but are also trained to make sense of 
what they see. For example, they may process certain information from the 

DIGITISING 
BODIES

TECHNOLOGY
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data and draw conclusions, depending on the purpose or needs for which 
the system is designed. Therefore, computer vision systems can be applied 
to numerous scenarios, from recognising whether an object, such as a car, is 
present in a surveilled area, to recognising a car with a specific licence plate 
number.

In order to explain what this means in practice, common examples of 
computer vision include the following:1

 » Image classification: the system analyses what is presented in an 
image and marks it as belonging to a specific category or class, e.g. 
an animal, a person, or a vehicle;

 » Object detection: the system detects whether a specific image 
category is present in a visual input, such as a video stream, e.g. 
detecting whether a person appears in a specific area;

 » Object tracking: if an object from a defined category is detected in 
a visual input, the system can track and record its movements and 
positions across time and place; 

 » Content-based image retrieval: the system can search for and find 
images based on their content (e.g. colour).

One of the necessary preconditions for the development of a computer vision 
system, or any other system which can be trained to learn autonomously 
(known as “machine learning”), is for the system to be trained with a large 
amount of data. These data serve as an input value for learning, i.e. for the 
system to make sense of the data it receives and processes.

The quality of the system also needs to be tested and verified on other datasets 
before it is ready for use, to ensure that it can perform the required tasks to 
the expected level of accuracy. Machine-readable image datasets, which can 
contain hundreds of thousands, or even millions, of digital photographs 
of faces of an equally large number of different people, are used for the 
purpose of training facial recognition systems. The photos contained in the 
dataset can be faces of real people, which can create significant legal and 
ethical problems. Alternatively, the photoset can be synthesised, i.e. digitally 
generated by graphic processing. 

Especially in the case of images of real people, these mass datasets have 
usually been collated in a broader social context which reflects historical 
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patterns of discrimination. This includes the decisions about who gets 
included in datasets, whether or not they have given their permission, as 
well as seemingly “technical” — but actually deeply subjective — decisions 
about how camera film and flashes work, which have led them to work best 
for white skin.2 This causes machines such as those used in facial recognition 
to be trained on often fallible, non-representative and deeply problematic 
data.

As Vladan Joler and Matteo Pasquinelli explain, “dataset bias is [further] 
introduced through the preparation of training data by human operators”.3 
This especially refers to the sensitive and painstaking process of data 
labelling. For image datasets, this means marking every image with tags 
describing it (“house”, “tree”, “door”, “desk”) which is easiest in the case 
of objects. However, when this is done on photos of people, any offensive, 
racist or otherwise discriminatory terms which are used to describe them 
will end up being reflected in the data, and therefore the trained system.4 

For example, both Google and Facebook have rightfully come under fire 
for their computer vision systems mislabelling Black men as monkeys.5 
Google has publicly struggled to fix this problem, with their purported 
fix being to prevent the system from attributing the label “gorilla”, rather 
than addressing the underlying bias and discrimination found in, and 
perpetuated by, the system.6 This further emphasises just how difficult 
it is to resolve such issues, which seem to have become embedded in the 
fundamental designs of Google and Facebook’s machine learning systems.

Perhaps the best known image dataset of real people (mostly public figures 
such as athletes, artists and politicians) is Labeled Faces in the Wild (LFW), 
created by researchers at the University of Massachusetts, which contains 
more than 13,000 photographs collected from the public internet. This 
dataset was made with the intention to study the problem of unconstrained 
facial recognition technology, as well as to provide the research community 
with more insights into face verification, which could help them advance 
their research. In the context of the dataset bias, the dataset disclaimer states 
that many groups, such as children, women, people older than 80, or of 
certain ethnicities, are not well represented.7

An example of a synthesised dataset is Digi-Face 1M, released in 2022, which 
contains more than one million photographs associated with around 110,000 
identities. The authors claim that Digi-Face 1M tackles the common issues 
of models trained on photo datasets of real people, such as ethical issues, 
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labelling errors and data bias, since they created synthetic images from high-
quality head scans which were obtained with consent from a small number 
of people.8 However, even though the technical process of creating the 
dataset may not be as problematic compared to datasets with photos of real 
people, the biases of the people putting together these datasets can equally 
lead to discriminatory outcomes.

Also, it should be noted that systems which process biometric data will 
follow different steps depending on the desired function of the system. In 
particular, biometric verification and identification need to be distinguished. 
With verification, biometric data are used to confirm a person’s identity 
based on their previously stored authenticators (1-to-1 comparison), 
usually in order to gain access to certain data or services. Examples of this 
are unlocking a mobile phone with a fingerprint or facial scan, or using 
a passport with a biometric chip to pass through an electronic passport 
control gate at airports. On the other hand, biometric identification is based 
on determining the identity of a person or persons by comparing their data 
against a database containing biometric data of numerous other individuals 
(1-to-many comparison). These databases can be relatively small (e.g. a list 
of wanted fugitives) or encompass almost entire populations as in a national 
ID database. Police using a facial recognition system to determine whether a 
person filmed by CCTV cameras in the street is on their watch list of crime 
suspects is an example of biometric identification.9

Before we go into more detail about the practical implications and 
implementations, it is necessary to explain two key mathematical and 
statistical concepts on which facial recognition by computer vision is based. 
These are Principal Component Analysis (PCA) and eigenvectors.

ROLE OF PRINCIPAL COMPONENT ANALYSIS (PCA)

The concept of calculating “averages”, and the statistical treatment of 
human physical appearances, goes back to the times when it was deemed 
possible to determine personal character traits, e.g. who is a “criminal” and 
who is a “normal” person, based on distinctive physical features, such as the 
shape of the face. This can be linked to eugenics, a term coined by Francis 
Galton, a British statistician, demographer and ethnologist.10 

In her book “Portraits of Automated Facial Recognition: On Machinic Ways 
of Seeing the Face”, Lila Lee-Morrison reflects on Galton’s work. Galton 
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created “composite portraits” in the late 19th century by photographing 
numerous faces on a single photographic plate, measured against crosshairs 
aligned against the centre of the face. By using this technique, Galton made 
composite visual representations of people from different social groups, 
for example those who were involved in crime, had certain illnesses, or 
were of a certain ethnicity, in order to classify people into what he referred 
to as “types”.11 This crude method, both from a technical and scientific 
standpoint, was baseless and enforced discriminatory stereotypes that 
continue to cause harm, particularly towards minoritised populations.

Today, the large quantities of data required for a machine learning system to 
be able to perform its function need to be analysed in a way that is logically 
possible for a machine to perceive, process and understand. Digital images, 
depending on their quality and size, consist of pixels, which are the smallest 
element that can be shown on a digital display.12 Modern high-definition 
images can contain millions of pixels, which — when multiplied by 
thousands of different image files in a dataset — represents a high volume of 
data to process. However, there is a method to reduce the complexity of the 
data, known as Principal Component Analysis (PCA).

PCA as a method essentially comes down to reducing the dataset to 
specific values in order to preserve as much information as possible, whilst 
simplifying the data to only the essential elements, so that it can be more 
easily analysed and interpreted. With digital images, as Lee-Morrison 
explains, “PCA treats each facial image as a point or a vector on a grid with 
a high-dimensional space allowing for high degrees of variation”. The goal 
is to receive a mean value from the average of each pixel contained in the 
facial images. With this in mind, the characteristics (i.e. values) of the face 
that deviate from the mean are used to differentiate between the images and 
therefore the faces of different people.13 

Researchers Lawrence Sirovich and Michael Kirby applied PCA to a set of 
115 faces of undergraduate students at Brown University of whom they 
took photos, in order to demonstrate the feasibility of this procedure. Their 
research was published in 1987. The resulting “average face” portrayed a 
blurry representation of a young dark-haired Caucasian male, which was 
unsurprising given the homogeneity of the input data, and would be crucial 
in understanding how a machine trained on such data perceives the notion 
of the “human face”.14
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Sirovich, Kirby: Average face image from their 1987 paper

This experiment shows us the basis for the perception bias built into 
facial recognition systems. If the machine system is trained and tested to 
perceive a very specific type of facial form within its set of rules, known as 
its “coordinate system”, it is bound to be error-prone and discriminatory 
towards faces of people with different skin tones or facial features. As facial 
recognition systems have frequently been trained on white male faces, those 
that fall outside the coordinates are most frequently minoritised people and 
those who are most discriminated against in a society. The false claim that 
technology is “infallible” and superior to humans often leads to it being 
portrayed as the solution to deeply-rooted social problems, such as crime 
and security challenges. This faulty assumption will be covered in more 
detail through case studies in the following sections of this publication.

An integral part of computer vision and its application to recognising faces 
relies on mathematical objects which also have a corresponding visualised 
state — eigenvectors and the resulting eigenfaces.
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EIGENVECTORS AND EIGENFACE

When images of people’s faces need to be presented in a way that a machine 
can understand, perceive and derive information from, eigenvectors are 
the key mathematical element that is used. Named as a combination of the 
German word eigen (meaning “own”, “peculiar”, “private”) and vector as 
a mathematical expression, these objects represent components based on 
which a machine can differentiate between many different human faces.15 

In order to create the eigenvectors, Principal Component Analysis (PCA) 
needs to be applied to the images in the training set. Lee-Morrison explains 
that the resulting eigenvectors represent the “greatest degree by which 
the facial images may vary” from the average. The eigenvector is a “virtual 
model of ‘known’ faces and serves as a reference point for the classification 
of unknown faces”, as Lee-Morrison describes it.16 Therefore, it is essential 
for a face recognition system to work and be trained to understand and 
recognise any number of different faces, from different positions or angles 
and external influences such as lighting. 

Eigenvectors are abstract objects which enable machines to see and 
differentiate between faces (i.e. people), but in order to get a better 
understanding of how they appear to human beings, we need to refer to 
the eigenface. When humans look at an eigenvector, it appears as a blurry, 
nondescript face-shaped representation, and does not say much about a 
specific person — “the greater the variation of the eigenvector, the more 
blurred the eigenface appears”.17 Or, to put it simply: the further from the 
“average” face that a particular image appears to be, the more blurred its 
digital representation will be.
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An example of a set of eigenfaces18 

In the early 1990s, researchers from the Massachusetts Institute of 
Technology (MIT), Matthew Turk and Alex Pentland, worked on eigenfaces 
in order to explore this method and its applications for recognising faces. 
They explained how the process works: “Recognition is performed by 
projecting a new image into the subspace spanned by the eigenfaces (‘face 
space’) and then classifying the face by comparing its position in face space 
with the positions of known individuals.”19 In the context of contemporary 
facial recognition systems, Turk and Pentland also envisaged that their 
approach could enable the recognition of new faces through the use of 
neural networks.20 It is interesting to note that they also had in mind efforts 
to perform recognition of gender and interpretation of facial expressions by 
using the eigenface analysis method.21 
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Although it is only a construct, the dehumanising appearance of the 
eigenface can show us that by erasing visible facial distinctions, the identity 
of human beings can be reduced to a mathematical procedure. Eigenface 
helps us understand the difference between human and computer 
vision and is essential to the recognition process. Similarly to Galton’s 
composite portraits, when these processes are applied in a setting where 
technosolutionist and technodeterminist views often influence actors who 
have the authority to decide on matters of human rights, discriminatory 
practices are bound to be reproduced, particularly when it comes to people 
in a vulnerable social position (e.g. people on the move, prisoners).22

Advances in biometric identification technology are also fuelling the almost 
exponential development of machine learning algorithms, which feed on 
data and knowledge extraction in order to perform tasks such as PCA to 
create eigenvectors, as explained. To provide more context, we now delve 
into neural networks and their application in computer vision.
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NEURAL NETWORKS
MACHINE LEARNING AND BIOMETRICS

The development of advanced computer vision systems is not only focused 
on training a machine to perform a specific task, but also on making it 
possible for machines to autonomously make predictions and decisions in 
certain situations. The role of machine learning in today’s society is often 
presented as a mystic force that enables artificial intelligence to flourish and 
expand. The more realistic point of view, argued by Joler and Pasquinelli, 
is that it is just another knowledge instrument, like many others developed 
throughout the history of humanity. As they point out, “it is more 
reasonable to consider machine learning as an instrument of knowledge 
magnification that helps to perceive features, patterns, and correlations 
through vast spaces of data beyond human reach.”23

Machine learning depends on huge quantities of data, as well as algorithms 
that are becoming more sophisticated as the research in this area progresses. 
Algorithms are essentially instructions that define processes that the system 
needs to perform in order to create an output (result) from the data it is 
provided with, i.e. the input. Algorithms are therefore a critical instrument 
of power for those that create them and set the rules by which they process 
data. In that sense, valuable proprietary algorithms (e.g. those used by Big 
Tech companies for their products such as social networking platforms or 
search engines) are protected as trade secrets, which makes oversight on how 
they work and whether they have adverse effects very difficult — as will be 
further explored in the final section on Practice.24

Biometrics can most commonly be described as “the measurement and 
analysis of unique physical or behavioural characteristics (such as fingerprint 
or voice patterns) especially as a means of verifying personal identity.”25 With 
the enormous potential of biometrics for analysis, statistics, surveillance, 
identity verification and other significant areas of research and development, 
biometric data have unsurprisingly found their way into machine learning. 
As with many other inputs, human biological characteristics can, at least 
from a technical standpoint, be easily digitised and prepared as structured 
datasets for machine learning purposes. Faces have distinctive features, 
fingerprints consist of ridges and valleys, while the textures of irises and the 
patterns of blood vessels in retinas can all be used for identification.26 
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Using data with such high variability, yet still specific enough for the 
principal components of a dataset to be extracted, provides the opportunity 
for the system to learn by making sense of patterns. This forms the basis for 
the system to understand connections between data and to perform more 
advanced tasks autonomously. 

For example, we can differentiate between machine learning classification 
and machine learning prediction. Classification is used to recognise a 
particular object, assign it a label and categorise it: “An input file (e.g. a 
headshot captured by a surveillance camera) is run through the model to 
determine whether it falls within its statistical distribution or not. If so, it 
is assigned the corresponding output label.”27 The aim of machine learning 
prediction, however, is to predict outcomes or behaviour based on only a 
portion of available data, i.e. “...a small sample of input data (a primer) is 
used to predict the missing part of the information following once again the 
statistical distribution of the model.”28 

These machine learning scenarios can be applied in a number of settings 
and social contexts, most notably for biometric surveillance or other forms 
of social control. However, to get a better understanding of how machine 
learning systems reach an output from data they are being fed, it is necessary 
to discuss neural networks and their design. Convolutional neural networks 
in particular are important for advanced computer vision systems.

THE DEVELOPMENT OF NEURAL NETWORKS

A machine learning process called deep learning is designed to enable 
machines to make connections between information through a layered 
structure of artificially-interconnected nodes (or neurons). This enables a 
wide range of neural network applications in many products and services we 
encounter every day, such as computer vision, speech recognition, natural 
language processing, or recommendation engines.29

However, when neural networks are compared to human brain functions 
in a wider context, a study conducted at MIT has shown that caution is 
necessary before drawing comparisons. Namely, the analysis of more than 
11,000 neural networks which were trained to simulate the function of the 
key component of the brain’s navigation system, called grid cells, revealed 
they only produced such activity when given very specific constraints that 
are not found in biological systems.30 
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When it comes to the structure of a neural network, there are two general 
types of architecture:31

 » Simple neural network architecture, starting with the input 
layer, where nodes process the data entering the system. The data 
then goes to the hidden layer, in which nodes analyse the data 
from the input layer or other hidden layers, as neural networks can 
have many of them. Finally, the output layer gives the final result 
based on the processed information in the entire network. The 
final (output) layer can have one or multiple nodes, depending 
on the complexity of the task. But if there is a binary result (yes/
no, 1/0) expected, then the output layer will have just one node; 

 » Deep neural network architecture, which is structured in a 
more complex manner, consisting of numerous hidden layers 
with millions of interlinked nodes. The relations between the 
nodes are called “weights”, which are values describing the 
influence of nodes on other nodes, i.e. whether they pass data on 
to further nodes or not. These networks typically require much 
larger quantities of data for proper training, for example datasets 
which have many millions of images, rather than just thousands.

However, it is also necessary to consider another taxonomy of neural 
networks, based on what they are intended to do and how data flows through 
them. For image processing or classification tasks, the most commonly used 
neural network types are Convolutional Neural Networks (CNNs).

Sample CNN architecture32
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It should be noted that within the CNN there are three typical layers we 
need to explain — the convolutional layer, the pooling layer, and the 
fully-connected layer.

The convolutional layer is the key part of the CNN,33 where most of the 
computation happens. It consists of three components: the input data, 
the filter (or kernel) and the feature map. Input data can, for example, 
be a colour image made up of pixels in three dimensions: height, width, and 
depth in RGB (a value combination of red, green and blue to get a wide 
variety of different colours).34 

The filter is a feature detector, which is based on a two-dimensional or 
three-dimensional matrix with specified values (corresponding to the 
three dimensions of the input) and used to perform a convolution — the 
mathematical operation for merging two sets of information. The filter 
moves across the image part by part and multiplies the pixel values it finds 
with the matrix, writing the result it receives in the feature map. Since there 
are multiple filters in CNNs, each one produces a different feature map. 
These are stacked on one another to produce the output of the layer. The 
process is repeated for each convolutional layer in the network.35 

Within the pooling layer, the input goes through a similar filtering process 
as in the convolutional layer. The difference, however, is that pooling is 
used to reduce the parameters of the input for the neural network to handle 
compressed information.36 In order to achieve this, an aggregation function 
is applied with the filter for each part of the image, which can be either max 
pooling (only the pixel with the maximum value is extracted for the output) 
or average pooling (the average value of pixels is extracted for the output). 
The process creates summarised versions of filtered feature maps which 
provide stability to the CNN, ensuring it will work correctly even when 
there are slight fluctuations.37 Finally, the fully-connected layer performs 
the final classification of the image based on the results it receives from the 
previous layers.38

The deep learning processes that are constantly running in today’s 
information landscape require not only possession of massive amounts of 
data for training, but also a very advanced technical infrastructure on which 
to test and deploy neural networks, and human capital in terms of scientific 
and research expertise. In terms of required resources, it is therefore implied 
that most of these processes are controlled by a small group of powerful 
private actors, such as Google39 and Microsoft.40 



31

These powerful tools, powered by information about our world and 
about us as human beings, are used for information compression, i.e. as 
means of extracting as much information and knowledge in the smallest 
number of steps using the least amount of resources (such as minimising 
computer processing power or human working hours).41 In the context of 
policing and investigating crimes, the laborious process of sifting through 
potentially thousands of hours of video-surveillance footage by hand — or 
more accurately, by screen and keyboard — conducted by police officers and 
analysts is incomparable to capabilities AI has to offer. As one article from 
the World Economic Forum’s website puts it, “machines don’t suffer from 
monotony or fatigue”.42

To discover the location of a crime suspect or determine who could be a 
potential threat to public safety, law enforcement officers may look at 
smart surveillance systems as a perfect tool to achieve maximum efficiency. 
However, this utilitarian, resource-efficient approach to solving complicated 
social problems applies a machine-interpreted social reduction that doesn’t 
guarantee a crimeless and perfectly safe society. Nevertheless, it places the 
entire community in a state of permanently reduced level of human rights.

Consequently, we can see that the financial interests of developers frequently 
align with political interests in perceived efficiency. This has led to the 
widespread adoption of infrastructure for “safe/smart city” endeavours 
or similar digitised public surveillance projects around the world. These 
efforts require public procurement deals to purchase, install and maintain 
the equipment necessary to power the “smart” surveillance. This usually 
consists of various devices, such as different types of cameras (e.g. pole-
mounted, vehicle-mounted, body-worn, etc.), hand-held smartphone-like 
devices, as well as data storage and processing units, on which the whole 
system runs behind the scenes.43 In the next section, we shall take a closer 
look at the basic components of such systems, some of the key vendors, and 
the capabilities of their products.
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TECHNOLOGY

CAPABILITIES AND 
POTENTIALS OF FACIAL 
RECOGNITION PRODUCTS
ELEMENTS AND DESIGN OF A FACIAL RECOGNITION 
SYSTEM

According to Deloitte, the global facial recognition market is expected to 
be worth around 8.5 billion US dollars by 2025, a significant rise from 
3.8 billion recorded in 2020.44 The sheer number of surveillance cameras 
installed by both public and private entities has normalised surveillance 
so much that many people now willingly equip their homes with camera 
systems, believing that it will keep them safer. In a paradoxical turn, this can 

INFRASTRUCTURE 
AND SOLUTIONS
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lead to increased privacy and security violations, as the recent ransomware 
attack claim involving Amazon’s Ring cameras has shown.45 Additional 
privacy and data access issues arise from the fact that in purported 
“emergency instances” Amazon provides US law enforcement bodies with 
direct access to Ring camera videos without a warrant, and most users are 
unaware of that.46 

Modern surveillance systems, particularly those used for surveillance of 
public spaces, require a technical infrastructure that is only partly visible 
to the people surveilled. Observable elements include various types of 
street-level cameras, sensors and other end-point devices installed or used 
in public, such as mobile hand-held terminals. However, their visibility 
is often obscured through urban design practices or by a simple social 
normalisation. The completely invisible elements that are critical to the 
systems’ operation are various data processing and storage devices with 
advanced analytics capabilities held hidden from public view. These invisible 
elements further entrench the power imbalance between “The Watchers” 
and “The Watched”.

Drones are a good example of why devices that capture faces or other input 
data can be so concerning. As the Electronic Privacy Information Center 
(EPIC) explains, drones are a privacy threat because of several factors: 
they greatly reduce the cost of surveillance, make aerial surveillance easy to 
operate, and can be outfitted with various surveillance add-ons, such as high-
resolution cameras, thermal or movement detection sensors. There are also 
no well-established privacy protections when it comes to aerial surveillance, 
at least not in the US.47

Although drones can sometimes be seen in the air, they are at times 
completely invisible to humans, especially if flying at high altitudes. Trevor 
Paglen’s art piece “Untitled (Reaper Drone)” shows exactly this — a drone 
is nothing more than a barely visible, tiny speck on a photograph of a 
luminous sky, making its way from a US military base to fulfil its mission 
somewhere on the other side of the world.48 

The technical biometric surveillance apparatus is mostly visible from its 
final or endpoint layer, i.e. the CCTV cameras that people can see in an 
open space (a square, an intersection, in front of an important building) 
or in a closed space such as an airport or a metro station. When designing 
a surveillance system, however, it takes much more than just installing 
cameras in specific places — careful planning, connectivity, storage and 
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other supporting resources are just as important. Usually, there are several 
key elements of a video surveillance system:49

 » Cameras: there are many different types available based on their 
mobility (i.e. whether they are fixed or portable), their image 
output type (e.g. colour or black and white), their resolution 
(standard or high definition) or type of signal, which may be 
internet protocol (IP) based or analogue (older models);

 » Connection: like types of signal, connections to the system can 
be analogue, but the prevalent type used for modern surveillance 
systems is IP-based. In other words, video output can be sent via 
a wireless network or through cables, depending on the use case 
and the infrastructure;

 » Video management and storage: devices such as digital video 
recorders (DVR), network video recorders (NVR), or computers/
servers with appropriate video management software (VMS) 
installed are used for managing and storing recorded video. 
There are also several storage options: internal within the video 
management devices, external memory units (e.g. hard drives), 
networked storage (e.g. cloud solutions), or on-board memory 
on cameras through the use of SD cards, for example;

 » Video analytics: software solutions providing numerous options 
to get the most information out of the videos, ranging from 
identifying a perimeter breach, counting people, performing 
vehicle licence plate recognition or facial recognition; 

 » Viewing devices: the video feed can be watched on-site directly 
from a management device, remotely from a system-connected 
device (computer, mobile phone), or on a video-wall, which is 
typical for state-of-the-art analytics centres, where analysts can 
watch feeds from hundreds or even thousands of security cameras 
simultaneously. 

However, this is not the only way to think about the components of a facial 
recognition system. While examining the design of a facial recognition 
system as a logical framework, Xuhui Fu divides its architecture into three 
layers: the use layer, the central layer and the database layer. The use 
layer is employed to send instructions to the system according to the needs 



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

35

TEC
H

N
O

LO
G

Y IN
FR

A
STR

U
C

TU
R

E  A
N

D
 SO

LU
TIO

N
S

of a person operating the system, e.g. to search for a match of a specific 
face. The role of the central layer is to perform the recognition process and 
return the information to the user layer, while the database layer is used to 
collect facial image information and provide the system with data required 
to perform facial recognition.50 Fu presents this architecture in a diagram: 

 X. Fu: Diagram of the architecture of a facial recognition system51

Obviously, the pivotal steps for facial recognition occur in the video 
management and analytics elements. CCTV systems of the past, with old 
analogue cameras recording grainy black and white low-resolution video 
were not demanding in terms of technical infrastructure and setup, yet still 
adversely affected human rights. With today’s IP-based system capabilities 
— cameras that can record high definition video even in poor lighting 
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conditions, massive storage capabilities, and advanced analytics software 
and hardware — the capacity for biometric mass surveillance raises the 
stakes to a much higher level. 

Once they are approved, installed and tested in a specific context or 
environment, these surveillance systems are very hard to remove. An 
example of this is the use of facial recognition in Moscow, which went 
through a purportedly experimental phase during the 2018 Football World 
Cup. A similar scenario may be expected in France, where in March 2023 
the National Assembly passed legislation authorising the use of AI-powered 
surveillance to allegedly increase public safety during the Paris 2024 
Olympic and Paralympic Games, allowing for experiments at public events 
in the run-up to the Games.52 

The flexibility of the design and the variety of products and services available 
makes the implementation of a smart video surveillance system relatively 
easy for actors possessing financial, technical and other resources, such as 
state bodies. 

KEY VENDORS AND PRODUCTS

The very lucrative global market for facial recognition encourages the 
constant development of new products and services, offered by many 
companies from different parts of the world. However, several vendors of 
this technology hold powerful positions in the current landscape.

A prominent place is held by Huawei, the tech giant that has been under fire 
in recent years due to its ties to the Chinese government, and an alleged role 
in the espionage of several Global West nations.53 This company was one 
of the main players in the Chinese tech expansion throughout developing 
countries, most notably in Africa and Latin America,54 granting it a 
significant role in the geopolitical and diplomatic conflict between China 
and the US and its allies.

From a wide range of Huawei products, what stands out most when it 
comes to AI is the Ascend 910 processor, launched in 2019 and marketed as 
“the world’s most powerful AI processor”.55 These processors are installed 
in Huawei’s advanced AI-focused hardware products, such as the Atlas 
900 PoD AI cluster basic unit, whose product page states that it is used for 
“deep learning model development and training scenarios” and presents it 



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

37

TEC
H

N
O

LO
G

Y IN
FR

A
STR

U
C

TU
R

E  A
N

D
 SO

LU
TIO

N
S

as “an ideal option for computing-intensive industries, such as smart city, 
intelligent healthcare, astronomical exploration, and oil exploration”.56 

Huawei also offers the Atlas 900 AI Cluster, a more complex product unit 
which consists of thousands of Ascend 910 processors, and claims that it has 
a computing power equivalent to 500,000 desktop computers, capable of 
completing model training based on ResNet-50 in 60 seconds.57 ResNet-50 
(Residual Network) is a type of Convolutional Neural Network (CNN) 
with 50 layers developed by a group of researchers in 2015.58 Given that its 
performance on a CNN is presented by Huawei as one of its selling points, 
it is safe to assume that the product is primed for developing computer 
vision solutions, such as facial recognition.

Huawei has also been a key player in the “safe city” market, a combination 
of purported urban public safety infrastructure and hardware/software 
products with advanced (“smart”) capabilities. Researchers at the Center 
for Strategic and International Studies (CSIS) have found that Huawei’s 
“Safe City” offer usually covers a wide range of products and services such 
as command centres, CCTV cameras, intelligent video surveillance, facial 
and vehicle licence plate recognition technology, and crowd monitoring. 
According to CSIS findings, common characteristics of markets where 
Huawei Safe City agreements are usually made is that they are middle-
income, non-liberal countries in Asia and Africa.59 On its website, the 
Chinese tech giant also describes what its smart city products offer: “...
intelligent recognition technology built into cameras themselves, with 
front-end recognition capabilities carrying out facial recognition of everyone 
captured on video and analysing specific behaviours to perform real-time 
crime prevention.”60 

One of Huawei’s “Safe City” projects has been initiated in Belgrade, the 
capital of Serbia, a Western Balkans nation currently negotiating EU 
accession. A case study of Huawei’s “Safe City” solutions in Belgrade 
revealed a “test run” in the city conducted by the Serbian Ministry of Interior. 
However, the page was taken down from the company’s website,61 shortly 
after, the SHARE Foundation, a digital rights non-profit based in Serbia, 
published an analysis of the case study which provided more information 
about the announced smart video surveillance system in Belgrade.62 
Huawei claimed that the test network “successfully verified multiple key 
functions, such as video retrieval, video compression, automatic licence 
plate recognition, behaviour analysis, facial recognition, and video quality 
diagnosis” to the satisfaction of the Ministry of Interior officials. The case 
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study also mentioned OceanStor, Huawei’s high-end storage device, which 
is used to store the video materials and has the capability to store video 
content management analysis data for up to one year.63 This case will be 
further explored in the Orwellian National Security section of Chapter 3 
on Practices.

Another Asia-based facial recognition technology vendor worth mentioning 
is NEC, a Japanese electronics giant offering a wide range of products. The 
company prides itself on its facial recognition technology being ranked first 
on the US National Institute for Standards and Technology (NIST) vendor 
tests to assess technological capabilities and standards.64

In April 2019, the company announced its AI and Human Rights Principles, 
with the aim to “further strengthen NEC’s efforts to demonstrate respect 
for privacy and human rights in relation to the application and utilisation of 
AI and biometrics data across all businesses.”65 NEC adopted the following 
principles: Fairness, Privacy, Transparency, Responsibility to Explain, 
Proper Utilisation, AI and Talent Development, and Dialogue with Multiple 
Stakeholders.66 Given the role of NEC in the development and supply of 
biometric surveillance products, adopting such principles may be a good 
step in terms of corporate governance. Though such policies can be helpful 
for internal purposes, they are ultimately driven by and designed to serve 
commercial interests and do not replace robust legislation. This is especially 
pertinent given the association of biometric surveillance technology with 
serious human rights risks, which the Principles do not address.

NEC has supplied biometric surveillance technology to several EU Member 
States. According to a 2021 report for the Greens/EFA group in the European 
Parliament, NEC biometric surveillance technology was procured by 
authorities in Romania, Hungary, Italy, Portugal and Lithuania.67 Outside 
Europe, in March 2022 it was announced that Brunei, a small South Asian 
nation, received NEC’s facial recognition product NeoFace Watch, which 
has been installed at the Brunei International Airport. This was a seemingly 
free contribution by the Government of Japan, made through the United 
Nations Office on Drugs and Crime (UNODC). The installation of these 
facial recognition systems in Brunei was initially discussed with the Japanese 
ambassador in 2019.68 The expansion of NEC products to markets such 
as the EU is somewhat predictable, as Japan has been a long-time political 
and military ally of the nations of Western Europe and North America, 
especially the US. Concurrently, its foothold in South Asia from the Brunei 
example may be perceived as regional tech diplomacy.
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One of NEC’s facial recognition products, NeoFace Watch, works by 
“integrating face matching technology with video analytics input”.69 It is a 
web-based application that is customisable, can be integrated into existing 
security solutions, and has the ability to process both live and archived video 
materials (for performing live and retrospective facial recognition).70 The 
company’s marketing materials further suggest that NeoFace Watch can be 
used as a flexible facial recognition solution for stadiums, event venues and 
public transportation.71

Out of several major American corporations in the biometric surveillance 
market, we first turn to Amazon. Its most famous product may be the 
Amazon.com e-commerce platform, but over the years, Amazon has 
expanded its service portfolio to also become a very influential cloud 
infrastructure provider with Amazon Web Services (AWS). For example, one 
of their first data centres (buildings where servers and related equipment are 
located), which opened in 2006 and is widely relied on for internet services 
globally, is located in the US state of Virginia. As Ingrid Burrington notes: 
“Before I knew northern Virginia as the heart of the internet, I knew it as 
spook country — that is, home to a constellation of intelligence agencies 
and defence contractors”, which seems to be no coincidence.72 Today, AWS 
offers a diverse range of data centre and infrastructure locations for its 
services, with more than 30 geographic regions as of April 2023, serving over 
200 countries and territories, i.e. spanning practically the whole world.73

As a versatile platform for cloud storage, AWS offers its customers the 
possibility to use Amazon Rekognition, the company’s advanced computer 
vision service. Given the fact that it runs on AWS, Amazon Rekognition can 
be applied as a very convenient facial recognition solution and integrated 
with an existing surveillance infrastructure (e.g. a CCTV system). A 
Washington Post report from 2019 highlighted how a local police force 
in Oregon used Amazon Rekognition in their investigations: “Almost 
overnight, deputies saw their investigative powers supercharged, allowing 
them to scan for matches of a suspect’s face across more than 300,000 mug 
shots taken at the county jail since 2001.”74 In 2020, Amazon announced 
that the company was introducing a one-year moratorium on the police use 
of the Rekognition tool, following high profile cases of wrongful arrests 
of Black men.75 In May 2021, the company confirmed it would extend its 
police moratorium for Rekognition until further notice.76 However, there 
has been no public information about what decisions were taken as a result 
of this move, which calls its credibility into question.



B
E

YO
N

D
 T

H
E 

FA
C

E
: B

IO
M

ET
R

IC
S 

A
N

D
 S

O
C

IE
T

Y
40

TE
C

H
N

O
LO

G
Y 

IN
FR

A
ST

R
U

C
TU

R
E 

 A
N

D
 S

O
LU

TI
O

N
S

Amazon Rekognition can analyse images and video in order to identify 
objects, people, text, scenes and activities, as well as to filter purported 
inappropriate content.77 There are two Amazon Rekognition application 
programming interfaces (API), i.e. a set of rules used to enable different 
applications to communicate with each other.78 The two APIs are Amazon 
Rekognition Image, used for analysing images, and Amazon Rekognition 
Video for video analysis.79 This essentially means that anyone can develop 
an app for their purposes and integrate it with the Rekognition service 
through an appropriate API in order to use the options it provides. 

Another US-based company, Microsoft, is also worth considering in 
the context of biometric surveillance technology. A tech giant of old, 
Microsoft is actively involved in the research and development of AI, as 
well as updating its corporate governance. In December 2018, the company 
issued six principles to guide its development and deployment of facial 
recognition technology. They are Fairness, Transparency, Accountability, 
Non-discrimination, Notice and consent, and Lawful surveillance.80 

Similarly to Amazon, Microsoft offers an advanced cloud computing 
platform called Microsoft Azure, which has more than 200 products and 
services used to build, run, and manage applications. The company claims 
that 95 percent of Fortune 500 companies use Azure and that it can cover the 
needs of various sectors, from government, healthcare, retail, and financial 
services to manufacturing.81 

One of the services offered within this portfolio is called Azure Face, which 
“provides AI algorithms that detect, recognise, and analyse human faces in 
images.”82 As a cloud-based product, Azure Face is very similar to Amazon 
Rekognition in terms of how Microsoft’s customers can engage with it, i.e. 
through various APIs based on the intended product usage. The options 
Microsoft highlights on the Azure Face service description page are face 
detection and analysis, identity verification, find similar faces, as well as the 
“group faces” option (i.e. extract a smaller group of similar faces from a set 
of unknown faces).83

In recent years, Microsoft has been keen to show that the company is 
following a path of vigilance when it comes to the use of their AI-based 
products and services, especially those associated with high risks for human 
rights. On the Azure Face service description page, there is a warning that 
starting June 11, 2020, Microsoft does not sell facial recognition technology 
to US police forces, and will not do so until there is robust, human rights-



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

41

TEC
H

N
O

LO
G

Y IN
FR

A
STR

U
C

TU
R

E  A
N

D
 SO

LU
TIO

N
S

based legislation regulating the use of such technology — although, as with 
Amazon, there have been no public disclosures of what this means in practice. 
It is presumable, furthermore, that the company intends to continue selling 
facial recognition to US police forces at a point in the future.

In June 2022, Microsoft unveiled their framework for building AI systems 
in a way that they deem acceptable: the Responsible AI Standard. In the 
official announcement, the company claimed it is limiting access to facial 
recognition services to a narrow set of customers (“managed partners”), 
prescribing what they consider to be acceptable use cases. For example, it 
was specifically pointed out that for Azure Face, Microsoft will be retiring 
capabilities that infer people’s emotional states and identity attributes such 
as age, gender, smile, face or hair.84 

Another company statement detailing Microsoft’s responsible AI plans, 
also from June 2022, explicitly introduces the obligation for new customers 
to apply for access to facial recognition operations in the Azure Face API, 
Computer Vision and Video Indexer. Existing Microsoft clients were given 
a one-year deadline (ending June 30, 2023) to apply for access and receive 
approval so they could continue using these services. On the other hand, 
face detection capabilities — those that recognise a face but do not ascribe 
a specific identity — are to remain generally available.85 Though these steps 
may seem positive, they give a private company the arbitrary power to open 
and close the gates for the use of a controversial technology, despite its huge 
consequences for society.

In order to provide more clarity on what constitutes acceptable use with 
limited (i.e. restricted) access, Microsoft has provided explanations for the 
use cases of Azure Face in both private and public sectors. Approved “limited 
access” commercial uses include “facial verification for identity verification 
to grant access to digital or physical services or spaces”, “facial identification 
for touchless access control”, “facial identification for personalisation”, and 
“facial identification to detect duplicate or blocked users”.86 By comparison, 
in 2019 the Netherlands’ data protection authority warned that under 
the EU data protection law, using facial identification for access control 
for anything less serious than securing a nuclear power plant would be an 
unjustifiable intrusion on people’s data protection rights.87

When it comes to law enforcement purposes and criminal proceedings, 
Microsoft defines acceptable uses largely for identification, such as 
those relating to “prosecution or defence of a criminal suspect who has 
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already been apprehended, to the extent specifically authorised by a duly 
empowered government authority in a jurisdiction that maintains a fair 
and independent judiciary” or assistance in prosecution of abuses of 
international law. Additional listed purposes are responding in emergencies 
which pose imminent risk resulting in death or serious bodily injuries, 
providing humanitarian aid, identifying missing or deceased persons, or 
victims of crimes.88 

Microsoft has also published additional consideration for the acceptable uses 
of the Azure Face service, noting that the company policy globally prohibits 
the law enforcement use of live facial recognition technology on mobile 
cameras, such as body-worn or vehicle dashboard cameras, to attempt to 
identify persons — but not its retrospective uses, despite equal capacity for 
harm. The company also provides guidance advising their customers on the 
technical considerations for using the service in public spaces.89

Whilst it can seem that companies like Microsoft and Amazon are taking their 
commitment to due diligence and human rights seriously, it is important 
to remain cautious about their claims. The use of biometric systems in the 
provision of humanitarian aid, for example, has received criticism for being 
one of the most coercive and dangerous uses, putting already vulnerable 
people at even greater risk of harm.90 And the use for identifying suspects of 
crime can easily be a pretext for legalising widespread surveillance, as warned 
by the EU’s top data protection regulator.91 

There is also the broader question of the suitability of corporate self-
regulation. By relying on principles and limitations designed by private 
companies, the uses of biometric technologies are by definition tied to their 
interests — instead of being driven by democratic rights and principles. It 
allows these commercial entities to determine if and how state authorities 
like the police or judiciary use technology, giving them enormous levels 
of power. And it may also create the false impression that governmental 
regulation is not needed, because the companies have dealt with all issues 
themselves.

Finally, the European Union representative we will cover for the end of this 
section is the Thales Group. Headquartered in France, Thales provides 
products and services to a wide range of industries, including aerospace, 
defence and security, digital identity and security, ground transportation, 
and space.92 The company is focused on biometric technology and 
solutions, covering common types of biometrics, i.e. fingerprints, facial 
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and iris recognition. It claims to have done more than 200 deployments 
in 80 countries, as of April 2023.93 In its paper on designing an ethical, 
socially-accountable facial recognition system, Thales claims that the 
company designs its solutions in accordance with ethical rules, which are 
confidentiality and consent, transparency, precision and reliability, security, 
ethics and compliance, and accountability.94 The same concerns apply as 
previously discussed in relation to Microsoft and Amazon.

The Thales Facial Recognition Platform (FRP) is described as an advanced 
solution which uses a “world-class algorithm based on deep neural networks” 
for face detection, tracking and recognition. One of the features highlighted 
by the company is that the FRP can be integrated with different third-party 
solutions, such as border management, video surveillance, access control, 
etc. FRP-based applications can also be built through the use of APIs or 
developed as standalone software. Also, FRP versatility means it is suitable 
for multiple platforms and environments and can be deployed on a PC, 
cloud, or mobile device.95 Notably, many of the use cases listed by Thales 
have been the subject of intense scrutiny in Europe, with civil society groups 
calling for prohibitions on the use of facial recognition and AI systems, inter 
alia, for identification in public spaces and in border management.96

What is also specific to this software product is that it contains several 
modules, each of which is adapted to a specific biometric surveillance 
scenario. For example, Thales says that FRP Watch can be used to identify 
individuals in live video streams, coming from hundreds of cameras 
in parallel through a video management system. FRP Search Expert is 
intended for forensic investigations focused on finding individuals from 
databases of photos or videos with advanced face editing features, while 
FRP Mobile enables facial recognition capabilities for Android devices. In 
addition, there is a FRP Software Development Kit (SDK) at the disposal 
of customers, who can use it to develop their own standalone applications 
with facial recognition that can work both on photos and video materials.97 

The advanced and extensive nature of the facial recognition technology 
market means that, in the event that one particular vendor or technological 
product is not available to law enforcement bodies, for example, they will be 
able to obtain other similar products whose vendor does not deny service. 
Some advanced tools, such as those offered by Clearview AI, are even 
marketed for use by law enforcement and government agencies specifically. 
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Again, it is important to stress that issues of biometric surveillance abuse 
affecting human rights on a large scale cannot be left to companies to solve 
with their self-imposed rules and policies, especially taking into account 
their profit-driven actions and agendas. For example, in 2020 European 
Digital Rights (EDRi), a network of organisations advocating for the 
protection of human rights in the digital environment, wrote to the CEO of 
IBM asking for an explanation of the company’s announcement to “sunset” 
its “general purpose” facial recognition on the grounds of “justice and racial 
equity”. However, IBM’s responses did not provide anything of substance 
and suggested that they were more focused on public relations rather than 
human rights issues at stake.98

PRODUCT CAPABILITIES

Having described the basic concepts behind the technology underpinning 
biometric surveillance, such as machine learning and computer vision, we 
can now focus more on the specific functions and applications of these 
tools. It is important to understand the capabilities of some commonly used 
tools, as abuses are facilitated by the very design of these technologies, in 
addition to the legal and social contexts in which they are deployed.

Many of the tools that are described in the following sections have long been 
presented, at least by the companies developing them, as not processing 
biometric data — for example to reassure the public that the systems are 
compliant with regulatory frameworks that restrict the processing of 
personally identifiable data. However, the upcoming examples clearly 
demonstrate that the unique identification of an individual is not necessary 
for these systems to cause serious harm, such as by perpetuating stereotypes 
and discrimination. In addition, given the data that these systems are 
processing about people’s faces and bodies, there are strong arguments to 
be made that such data should in fact be considered to be sensitive biometric 
data.99

Racial and ethnic profiling

One of the most concerning examples of what facial recognition tools are 
able to achieve can be described as “ethnicity detection”, i.e. a function that 
claims to provide information on a person’s probable ethnic background 
based on their face, skin, or other physical or physiological features. 
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For example, the “Uyghur alert” option was discovered by the media 
in a Huawei interoperability report concerning their cooperation with 
Megvii, another Chinese facial recognition vendor. Originally in Chinese, 
the 2018 document, named “Huawei Video Cloud Solution and Megvii 
Dynamic Face Recognition Interoperability Test Report”, described how 
Megvii’s facial recognition software performed on Huawei’s technical 
infrastructure.100 According to the report, which was apparently accidentally 
published online, Megvii’s facial recognition and ethnicity detection tool 
was successfully integrated into Huawei’s services.

This kind of profiling comes as a very serious human rights risk for racialised 
and minoritised people and communities, especially in China, where there 
have been extensive international reports of various human rights abuses 
against Uyghur people, which the Chinese government has consistently 
denied.101 When reached out to for a comment by IPVM, an online 
publication reporting on video surveillance and similar security systems, 
Huawei responded that the described report was “simply a test” and that 
it “has not seen real-world application”. Megvii also responded to IPVM 
that their solutions “are not designed or customised to target or label ethnic 
groups”.102 Even if true, the development of such capabilities in and of 
themselves are still just as concerning.

It is also interesting to note that in this case, the Huawei and Megvii 
combined system used NVIDIA’s hardware, specifically their Tesla P4 
graphics processing units (GPUs).103 Hardware manufacturers — such as 
NVIDIA — therefore also have a significant role to play when it comes to the 
architecture behind advanced surveillance systems, which are increasingly 
dependent on deep learning processes. As noted in the previous chapter, 
deep learning requires huge amounts of processing power, which drives 
the demand for the high performance chips that are required for high-end 
hardware components such as graphics cards (GPUs).

Emotion recognition

Another deeply problematic capability is the purported recognition 
of perceived emotional states of individuals, usually dubbed “emotion 
recognition”. This is a very dangerous possibility in terms of targeting 
people, who may be recognised as “angry”, for example, and branded as 
harmful to society and social order. 
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Public surveillance methods that are based on machine interpretations of a 
concept as sensitive and elusive as human emotion can force people to present 
only socially acceptable behaviour when in public spaces. Such induced 
behaviour in turn leads to an artificially “cohesive” and “happy” society. 
The foil to this artificial behaviour is that any kind of different personal 
trait or political or social viewpoint that stands out from “normality”, i.e. 
“average” appearance or behaviour, might be suppressed and oppressed if 
manifested in public. 

On the Amazon Rekognition explainer page, the company claims that the 
service can interpret “emotional expressions (like happy, sad, or surprised), 
[and] demographic information (like gender or age)” from facial images.104 
The guidelines state that for each attribute, a confidence score is provided 
in percentages, e.g. the system can provide an 85% probability that a 
person is “female” and a 90% probability that they are “happy”. Amazon, 
however, notes that Rekognition shouldn’t be used to make these sorts of 
determinations.105 This is a meaningless and disingenuous safeguard, as it 
cannot prevent anyone from using the product in such a manner, and in 
fact is likely to encourage this, since such tools are specifically designed to 
make these predictions. 

A 2018 blog post from Amazon, responding to a test run of the Rekognition 
tool by the American Civil Liberties Union (ACLU) states that the default 
confidence threshold for Rekognition is 80%, which they deem as “good for 
a broad set of general use cases... but it’s not the right setting for public safety 
use cases”. The blog also claims that Amazon’s policy is to “recommend that 
[Rekognition] customers do not use less than 99% confidence levels for law 
enforcement matches”.106 Again, we see a corporate actor’s intention to “self 
regulate” technology that can seriously impact human rights, particularly in 
the context of legal proceedings (i.e. wrongful arrests, convictions and similar 
legal consequences). Taking into account that minoritised communities are 
the ones usually on the receiving end of technology-influenced wrongful 
legal consequences, it raises additional doubt of the justifications for the use 
of such tools. 

Amazon’s FaceDetail page provides more information on the possible 
“objects” — characteristics of a person that can be detected with some 
probability — such as age range, emotions, smile, facial landmarks and 
whether a person’s mouth is open, all of which can be used to gather 
additional information.107 The very reference to people’s personal traits 
as “objects” intended for programming is worrying, reducing them to 
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mere technical attributes intended for machine processing. As “Emotion” 
objects, Rekognition allows the following values as valid: “HAPPY”, 
“SAD”, “ANGRY”, “CONFUSED”, “DISGUSTED”, “SURPRISED”, 
“CALM”, “UNKNOWN” and “FEAR”.108

Amazon is not the only provider offering services which categorise people 
by their external appearance and claim to know their inner emotional state. 
Microsoft’s Azure Face service (Detect API) at the time of writing offered 
similar capabilities, which can “optionally be used to analyse attributes about 
each face using additional AI models, such as pose and facial landmarks like 
eye or nose position.”109 Similarly to Amazon’s Rekognition, Azure Face can 
return a number of what Microsoft calls “attributes”, i.e. traits such as the 
presence of accessories (e.g. headwear, glasses or mask), age, facial hair, head 
pose, gender, but also emotions. The potentially recognisable emotions 
listed are happiness, sadness, neutral, anger, contempt, disgust, surprise and 
fear.110 However, as noted in the previous section, Microsoft stated they 
will retire the capabilities which are purported to infer emotional states and 
personal identity attributes such as gender by the end of June 2023111

Gender recognition

When it comes to gender recognition, this works similarly to emotion 
recognition on services such as Amazon Rekognition or Microsoft’s Azure 
Face. On Microsoft’s Azure service, the possible gender values listed are 
male, female and genderless, but the page also states that capabilities that 
predict gender will be retired by the end of June 2023.112 In the Amazon 
Rekognition Gender API for example, the possible values the app can 
return are “male” and “female”. 

Therefore, at the time of writing, both Amazon and Microsoft offered 
services with the goal of placing people into boxes based on largely binary 
stereotypes about gender. Beyond this, however, even if the companies were 
to provide a broader range of gender identity options, the very premise 
that people’s gender identity is externally observable is at odds with ideas 
of respect for human dignity and self-expression. From a human rights 
perspective, it is difficult to see any legitimate use case for using technology 
to categorise people in this way. More broadly, such technologies are 
underpinned by a deeply problematic assumption that human identity can 
be reduced to ones and zeroes — and that this is something desirable.
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Amazon states that “gender binary predictions ...[are] best suited for use 
cases where aggregate gender distribution statistics need to be analysed 
without identifying specific users” and advises against using gender binary 
predictions “to make decisions that impact an individual’s rights, privacy, 
or access to services”.113 Yet Amazon’s KnownGender API, which allows for 
the detection of the known gender of a celebrity, functions differently. The 
values it can return are “male”, “female”, “nonbinary” and “unlisted”, which 
for some reason allows celebrities a more flexible gender identity compared 
to the above mentioned categories used for the general population.114 
Again, this emphasises the problems that arise when people’s sensitive 
characteristics are forcibly defined, especially by private companies.

Facial landmarks

As concerns facial features and the recognition of individual people, both 
Azure Face and Amazon Rekognition rely on detecting the position of facial 
landmarks. This can also be considered as an intrusive technical capability, 
given that it reduces recognition to a very granular, micro-level. For example, 
Azure Face has 27 predefined facial landmarks, i.e. specific points on a face 
used to identify a person, which are shown on the image below.

Microsoft Azure Face predefined landmarks115
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Amazon Rekognition has 30 very similar facial landmarks whose position it 
can detect as possible values.116 These landmarks essentially describe the key 
elements used to identify a human face, such as eyes, nose, mouth, chin and 
eyebrows. As such, the landmarks serve to translate between how machines 
read faces, compared to how human vision distinguishes between faces.

With systems built with capabilities based on services such as Rekognition 
or Azure Face, specific shapes and positions of facial landmarks can be 
sources of targeting and discrimination of people with specific features. This 
is particularly relevant in scenarios where a specific group or community 
has been persecuted by the government or is stereotypically connected with 
supposed “antisocial” or “suspicious” behaviour. We have already seen 
that a discriminatory capability of biometric surveillance infrastructure, 
such as ethnicity detection, is very much possible. And we have noted how 
phrenology or eugenics — both discarded by modern science — can be used 
by repressive and racist regimes to justify discrimination of people based on 
the shape of their skull or face. These capabilities of Rekognition and Azure 
Face could therefore relatively easily be used by their customers for racial or 
other profiling. 

Behaviour and crowd control

Taking into account the possible options that software products offer in 
terms of biometric surveillance is of course just one part of the story. We must 
also consider the hardware, i.e. the physical infrastructure such as cameras 
and supporting devices, which are increasingly embedded with software so 
that they can perform analyses and issue alerts directly from the device to the 
computer of whoever installed it. In the example of Huawei’s equipment, 
we can see that the physical components installed and used in public spaces 
have become a very potent tool for crowd control, behaviour tracking and 
surveillance of activities such as traffic. Technological developments, which 
can almost exponentially increase the capacity for surveillance, challenge 
traditional conceptions of hardware and software as distinct.

Huawei’s intelligent video surveillance brochure from 2019 describes 
several models of cameras. The specification for Huawei M1281-Q, a model 
with the “Multi-Algorithm Box Camera” label, states that this camera 
and its integrated software can detect up to 50 objects at once based on 
intelligent object detection deep learning algorithms — allowing it to target 
pedestrians, motor vehicles and non-motor vehicles. Judging from the list 
of features, it seems this camera model is focused on both traffic surveillance 
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and watching over crowds in public spaces. It is able to detect not only the 
vehicle licence plates, but also colours, brands, sub-brands, model year and 
so on.117 

When it comes to its people-oriented capabilities, Huawei claims that this 
model can perform person detection and personal attribute analysis, which 
includes facial attributes, e.g. whether a person is wearing a mask, and 
predicted characteristics such as gender or age. The camera’s shape suggests 
that it can also be mounted on vehicles, for example police cars. This model 
also has what Huawei calls “exception detections”, meaning that the camera 
can detect the existence of sound, sudden sound increase or decrease, 
scene change and loss of focus. What makes it even more interesting is its 
behavioural and crowd flow analysis. According to the brochure, Huawei’s 
behavioural analysis includes fast movement detection, abandoned object 
detection, removed object detection, tripwire crossing detection, intrusion 
detection, area entry/exit detection and loitering detection. The crowd 
analysis enables functions such as head counting, queue length detection, 
crowd density detection, crowd gathering detection and heat map.118 Many 
of these features are the kind intended to be used at the Paris 2024 Olympics 
and Paralympics, which is explored in detail in the Practice section.

Another similar camera model with “intelligent” analytics options is the 
Huawei IPC6284-VRZ bullet camera, which has features including fast-
moving object detection, crossing line detection, abandoned/removed object 
detection, loitering detection, intrusion detection, face detection, colour 
recognition, and vehicle and pedestrian classification. It is also interesting to 
note that Huawei gives it a “vandal resistant” seal. In the brochure, Huawei 
lists two additional camera models, IPC6355-VRZ and C6620-Z33, which 
are dome-shaped and therefore more suited to watch larger spaces (e.g. 
squares, intersections, parking lots) from wide angles to cover more area. 
Both models include the behavioural analysis and exceptions detection 
features, with the main difference being that the C6620-Z33 is a pan-tilt-
zoom (PTZ) camera that can be moved according to the situation.119 

The proliferation of cameras and analytics that we are seeing in modern 
CCTV systems requires additional devices and functionalities in order 
for them to be able to perform their advanced functions as intended. For 
example, Huawei’s NVR800 network video recording devices are designed 
to coordinate and enhance the AI capabilities of cameras like the ones 
described. According to its User Guide, the NVR800 supports behaviour 
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analysis (e.g. motion detection, intrusion detection, tripwire crossing 
detection and audio diagnosis), target detection, and structured target data 
extraction, with the “target” presumably being a person or an object such as 
a vehicle shown in the video stream. The device can also display information 
like “the occurrence time, frequency, and number of persons in different 
scenarios”. The device also supports the option for PTZ controls on cameras 
to achieve a wider angle and coverage when necessary. The tagging options 
makes it easier to pinpoint and even bookmark critical moments while 
watching live video or playing a recording.120 Another key function of the 
NVR800 is that whilst individual cameras can issue alerts, the NVR800 can 
facilitate a treasure trove of information about each alert — supercharging 
the surveillance potential of each individual “smart” camera into a veritable 
panopticon.

When it comes to practical examples of how to use the NVR800 for smart 
surveillance, Huawei provides an example scenario in which a CCTV 
system built using this device and Huawei cameras are set up to watch over a 
residential district. With features such as unauthorised person recognition, 
mask detection, blocklist-based alerts, target search, and intrusion detection 
it is possible to have a comprehensive security overview of entrances and exits 
or open spaces between buildings. For example, the blocklist option works 
in a way that it “adds images of persons who frequently appear and behave 
abnormally at the gate of the residential district to the blocklist for alerts”. 
When a banned person appears, an alarm is triggered. Target search enables 
taking snapshots of all people entering or exiting a building and generates 
trajectories for the person across a specified period of time, based on the 
target images, making them easy to track.121 This description very much 
resembles a social control scenario, and the mention of mask detection (i.e. 
whether a person is wearing a mask or not) gives the impression that it is 
particularly applicable in an event such as the COVID-19 pandemic.

A video analytics function for tracking movement called “people pathing”, 
which is very similar to the one Huawei’s products possess, can be 
performed with Amazon Rekognition Video. This feature enables users 
to track a path people take in videos and provide information on their 
facial landmarks, for example, or the location of the person in the video 
frame at the time of tracking their location.122 NeoFace Watch, an NEC-
developed software product, has a feature called “Flow Analysis”, which 
they say “anonymously monitors individuals and calculates their time-
in-queue, providing actionable information about service levels and the 
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efficiency of operations in aggregate”, reminiscent of the crowd analysis 
options of Huawei’s equipment, although their claim of anonymisation 
is questionable.123 In addition, the “Video Analysis” feature of NeoFace 
Watch can process recorded video at “better than real-time speeds” which 
can be used for the “post-event analysis” of faces and “security review of 
large-scale disturbances”.124 

All of these features seem to be aimed at public gatherings or large-scale 
events involving security risks, such as protests, marches, sit-ins or other 
forms of democratic dissent, as well as public celebrations, festivals and 
sports events. In earlier days, a typical police force would need to invest 
numerous personnel and other resources to analyse and track these events. 
With the introduction of advanced crowd monitoring and behaviour 
analysis systems, it theoretically becomes easier for police to plan, oversee 
and potentially react to large groups of people. 

In such an environment, protests and various forms of political expression 
in the streets, squares and other public spaces have become more surveilled 
than at any point in history. This also represents a paradigm shift from 
on-the-ground policing, in which persons not charged or associated with 
a crime will not be further analysed, towards a situation in which every 
person’s identity and behaviour can be analysed, retained and potentially 
used against them over a long time span. The fact that such biometric 
surveillance technology is no longer a cautionary tale from repressive 
regimes, but is now a reality in supposedly open and liberal societies, should 
make us think about the social values that this kind of technology prioritises. 
States have a legitimate aim to keep people safe and to enforce the law, just 
as they have a duty to protect people’s liberty and privacy. But once the line 
of mass surveillance is crossed under the guise of security, it can be a turning 
point for any society, one camera at a time.

SERVICE-BASED SOLUTIONS

In addition to the tools we have described, which require at least some level 
of adjustment to existing systems, there are also solutions provided as an 
end-user facial recognition service. For example, an entity purchasing access 
to a specific service, such as Clearview AI, uses a platform which is entirely 
controlled by the service provider, similarly to when a user creates a social 
media account.



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

53

TEC
H

N
O

LO
G

Y IN
FR

A
STR

U
C

TU
R

E  A
N

D
 SO

LU
TIO

N
S

Clearview AI, a US-based company providing the online service of the 
same name (a sort of search engine for faces), has caused much controversy 
ever since it was introduced. Because of its data collection and processing 
practices, Clearview AI has already come under scrutiny of several regulatory 
bodies from around the world. The UK’s data protection authority, the 
Information Commissioner’s Office (ICO), issued a 7.5 million pound fine 
to Clearview AI in 2022,125 while France’s CNIL went with an even higher 
fine of 20 million euros that same year.126 The Italian Garante Privacy later 
issued an additional fine of 20 million euros.127 Clearview AI is not believed, 
however, to have responded to any of the decisions or fines issued in Europe, 
leading to the CNIL issuing an additional penalty fine of 5.2 million euros 
in May 2023.128

Furthermore, in a joint investigation, the results of which were published 
in early 2021, the Office of the Privacy Commissioner of Canada and the 
data protection bodies of three Canadian provinces — Alberta, Quebec and 
British Columbia — found that “Clearview engaged in the collection, use and 
disclosure of personal information through the development and provision 
of its facial recognition application, without the requisite consent.”129 
However, probably its biggest regulatory hit to date happened in 2022 in 
the USA, where the American Civil Liberties Union (ACLU) mounted a 
successful court challenge under the Illinois Biometric Information Privacy 
Act (BIPA) against Clearview AI, in order to prevent the company from 
selling its faceprint database to businesses and private entities anywhere in 
the United States.130

What is specific to Clearview AI is that its facial recognition tool is based 
on photos automatically collected (scraped) from the internet, particularly 
websites where people post a lot of photos of faces, such as social media 
platforms. Clearview AI CEO Hoan Ton-That’s statement that as of March 
2023 the company collected about 30 billion facial photos from the internet 
sounds staggering, as it is most likely the largest privately-owned facial photo 
database currently in existence.131 This makes usual police photo databases 
practically obsolete, especially since Clearview AI markets its service towards 
law enforcement. On the company overview page, Clearview AI states that 
they have developed “a revolutionary, web-based intelligence platform for 
law enforcement to use as a tool to help generate high-quality investigative 
leads”.132 
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In response to the use of Clearview AI by Swedish police — reportedly one 
of eighteen European law enforcement agencies to do so, including Spain, 
France and Serbia133 — the Swedish data protection authority, the IMY, also 
took action against Clearview AI.134 However, unlike DPAs in Italy, France 
and the UK, it is interesting to note that the IMY’s action was taken directly 
against the police for their unlawful use of Clearview AI, amounting to a 
250,000 euro fine, rather than against Clearview AI.

Although there is much controversy surrounding Clearview AI and how it 
uses the personal data of practically anyone who has ever appeared on the 
internet, there is also a lack of transparency when it comes to the technical 
process of how their tool actually works. Based on publicly available 
information and their own expertise on the matter, a privacy activism group 
called None of Your Business (NOYB) tried to break down the steps of how 
Clearview AI’s service operates in a complaint submitted to the Austrian 
Data Protection Authority:135

 » In the first step, an automated image scraper scours all public 
webpages and searches for any images likely to contain a human 
face. In addition, the scraper also collects any metadata associated 
with the images, such as its link (URL), image title, or the title of 
the webpage where it was found.

 » Then, all these images and associated metadata are stored on 
Clearview AI server infrastructure and are kept even after the 
images have been deleted from the original source or made private.

 » Image processing neural networks are used to extract unique 
identifying features of each face and turn them into so-called 
vectors, i.e. numerical representations that consist of 512 data 
points.

 » The vectors/identifiers (more commonly known as face templates) 
are stored in a database where they are associated with images and 
related metadata. The next step is to hash the vectors, i.e. to give 
them a shorter, fixed-length value or key through a mathematical 
process, in order to make the database searchable and be able to 
compare the faces.

 » The final step is facial matching, which occurs when a user/
customer of Clearview AI uploads a photo of an individual they 
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want to identify. The uploaded image is analysed, the face vector 
extracted and given a hash value, which is then compared to 
hashes in the database of previously collected images. The user 
then receives a search result with any matched images, as well as 
all other metadata associated with them.

In the context of Clearview AI and its enormous capabilities, coupled with 
regulatory challenges to control its use, we also need to take into account 
similar facial image search services, one such being PimEyes. PimEyes is a 
service presented as a “reverse image search” that allows users to upload 
facial photos and find where the images are located online through the use 
of facial recognition technology. As explained on its official website, “in the 
results we display not only similar photos to the one you have uploaded 
to the search bar but also pictures in which you appear on a different 
background, with other people, or even with a different haircut.”136

In November 2022, the UK NGO Big Brother Watch filed a complaint 
to the UK DPA against PimEyes, claiming that the service unlawfully 
processes biometric data on millions of UK citizens. As Big Brother Watch 
noted in their complaint, in addition to providing images, the search results 
also provide the image URLs, potentially offering additional information 
about an individual. These functions can put people, especially women and 
minoritised people, at an enhanced risk of stalking, harassment and violent 
crimes. The tool was also compared to Clearview AI in terms of having a 
similar business model.137 PimEyes responded to the complaint, claiming 
that it is not nor has it ever been “a tool to establish the identity or details 
of any individual”, adding that the purpose of the service is “to collect 
information about URLs that publish certain types of images in public 
domains”. PimEyes further claims that the main “targets” of its search 
engine are not individuals, but public webpages.138 

In another blog post, PimEyes states that they only provide a tool and that 
the responsibility for its use lies on the users. The platform also offers an 
opt-out mechanism, for which the individual has to submit a photo, an 
anonymised scan of an identification document (ID) and an email address.139 
Absurdly, people have to provide more information to opt-out of data 
collection that they presumably didn’t want in the first place. The fact that 
the responsibility is shifted on the users does not reduce the intrusiveness of 
such a powerful tool.
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In general, vast amounts of facial data published online became available for 
the taking thanks to the development of web page scraping tools. It seems 
that there is a long battle ahead to protect our faces from being digitised and 
turned into searchable mathematical keys, without sufficient and effective 
control or oversight. In particular, the global nature of both the internet 
and services like Clearview AI and PimEyes makes effective enforcement 
very difficult. This has been emphasised in decisions from several EU DPAs, 
for example the Italian Garante Privacy demanding Clearview AI to delete 
the images and other data of all Italians, which does not address the broader 
structures and systems within which these companies operate. The fact that 
tools such as Clearview AI keep becoming more and more sophisticated is 
also disadvantageous for the protection of human rights, particularly in the 
context of law enforcement use. Your face may not be in a mugshot database 
of your country’s police force, but you can bet Clearview AI almost certainly 
has it somewhere on their servers. 

Things are not completely hopeless though, at least in the European Union, 
where in May 2023 the Internal Market Committee and the Civil Liberties 
Committee of the European Parliament voted to adopt a ban on the use 
of AI for the “indiscriminate scraping of biometric data from social media 
or CCTV footage to create facial recognition databases” in their draft 
negotiating text of the Artificial Intelligence Act.140 This wording very much 
resembles the basis of Clearview AI’s mass data collection and processing 
practices.
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BEHIND THE TECH: 
DECONSTRUCTING 
FACIAL RECOGNITION 
SOLUTIONS
There may not be a lot of transparency when it comes to biometric 
surveillance solutions and how they work in general, but in order for the 
companies to protect the essence of their products, they need to patent 
them before the competition. Therefore, patent information that is 
publicly available and searchable can provide a significant insight not only 
into capabilities that current products have, but also the potentials of those 
that are planned for future development. Although patents are a source of 
great power in technology-mediated social relations, they are also a window 
into the tools that entrench these power relations. 

VENDOR PATENT ANALYSIS

Most companies developing hardware and software products are filing a large 
number of patents all the time in order to be competitive, and constantly 
trying out new methods. Even though patents for many technologies may 
sound very general and technical, companies often rely on them to protect 
their right to intellectual property and therefore preserve the value of their 
lucrative products and services. For example, Amazon’s “Enhanced face 
recognition in video” patent explains how “infrared imaging can be used 
to determine when a person is looking substantially towards a device, such 
that an image frame captured at that time will likely be adequate for facial 
recognition.”141 

It is interesting to see that developers and companies are working on ways 
to improve the process of facial recognition and therefore add more value to 
their products, especially since patents expire. Amazon’s patent description, 
for example, further explains that since analysing video information can 
be very resource-demanding in terms of processing power and energy, it is 
instead more desirable to analyse only certain portions of the captured video, 
including on mobile devices. In particular, this patent seeks to overcome 
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the challenge posed by a user or subject not always looking directly at the 
camera, or the occurrence of blurring due to movement.142

In the context of Ring cameras and the direct access to footage by law 
enforcement agencies, it is interesting to note that Amazon has patented 
technology for sharing video footage for parcel theft alerts. The patent, called 
“Sharing video footage from audio/video recording and communication 
devices for parcel theft deterrence”, suggests that using doorbell cameras 
like Ring “can also aid in crime detection and prevention”.143 The device is 
essentially configured to watch for parcels in the drop-off zone and share a 
signal when a theft is likely to have occurred, by sending an alert to at least 
one law enforcement agency. Also, the system can use facial recognition on 
the recording to determine whether the person removing the parcel was 
authorised to do so.144

To tackle the challenges from large quantities of facial images that may 
contain same or similar faces, Microsoft secured a patent to enable the 
grouping and ranking of images based on facial recognition data. This 
works by first determining facial recognition data for each face detected in 
each image and comprises a face identifier that uniquely identifies each face. 
The system generates a set of facial feature descriptors and a face score based 
on the state of eyes and mouth (i.e. if they are open or closed). This is used 
to indicate the overall quality of each face image, as well as to produce a 
face “signature” that uniquely identifies the individual.145 The process of 
“grouping” is performed according to face signatures and face scores, so that 
images of the set are put into one or more groups. These groups are made 
up of one or more images that each show a detected face that represents the 
same person as the one represented by any other detected face shown in any 
image in each group.146

Microsoft has also patented technology for face recognition in video content, 
which is based on face galleries generated from face detection data in the 
input video frames. These galleries are labelled and used for recognising 
faces that appear in the video, and the metadata associating a face with a 
video frame are generated and maintained for further identification.147 

Another application of facial recognition for identification can be found 
in Microsoft’s patent titled “Verifying identity based on facial dynamics”. 
As per the description, the technique comprises two components. The 
first component includes a comparison of newly captured facial data with 
a “previously stored structural face signature” of the user, while the second 
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component checks whether the input facial data matches the “dynamic face 
signature”. The novelty of this dynamic face signature is that it “describes 
movement of parts of the face over a span of time as the user performs 
a gesture, and the correlation of different parts of the face during the 
movement”. The patent description suggests that this facial movement-
based technique is aimed at reducing the risk of malicious actors spoofing 
the appearance of an authorised user.148 

To better understand the connection between facial detection and facial 
recognition, Huawei’s patent titled “Adaptive image cropping for face 
recognition” explains how to improve the process when an image is passed 
from a face detection neural network (i.e. this is a face) to a facial recognition 
neural network (i.e. this is who the face belongs to). This process is associated 
with a bounding box: an area which captures the face. If the face has not 
been accurately circumscribed by the bounding box, this will lead to errors 
in the facial recognition network.149 This approach shows that the use of 
neural networks is of immense importance to modern facial recognition 
systems, especially for improving their accuracy and reliability, which are of 
course matters of economic interest to the vendors.

Patents also offer a window into how companies like Clearview AI will 
strategically use these intellectual property protections to maintain their 
market dominance. In January 2022, Clearview AI published a press release 
announcing that they had been awarded a patent “Methods for Providing 
Information About a Person Based on Facial Recognition”. The press release 
does not say much about the essence of the technology, only that it was “the 
combination of gathering information from the public internet with facial 
recognition capabilities that earned Clearview AI patent protection”.150 
When you read through the very detailed patent text, however, it is clear 
that Clearview AI have gone to significant lengths in order to hold onto 
their technology.

The invention summary describes the process in the following steps: 

 » “receiving facial image data transmitted from a user device. The 
facial image data comprises at least a captured facial image of the 
subject; 

 » transforming the facial image data to facial recognition data; 
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 » comparing by a server device the facial recognition data to 
reference facial recognition data associated with a plurality of 
stored facial images of individuals to identify at least one likely 
candidate matching the captured facial image;

 » upon identification of the candidate matching the captured facial 
image, retrieving from the database personal information (e.g., 
biography, profile information) associated with the candidate; 
and 

 » transmitting the personal information to the user device and 
causing the user device to display the personal information.”151

The patent description notes that “reference facial recognition data”, 
i.e. the source facial images, are scraped from the “internet, professional 
websites, law enforcement websites or departments of motor vehicles”. 
It is also mentioned that the “database comprises a plurality of criminal 
records associated with the facial images stored in the database”, probably 
referencing mugshot and similar databases.152 When it comes to using the 
Clearview AI service, the patent explains that “the disclosed system can 
be operated via desktop or remotely via smartphone, enabling users who 
conduct criminal investigations, background checks, etc. to instantly 
establish the identify and obtain biographical data on individuals via one or 
more facial databases with supplemental links to social media, conventional 
media, professional websites, etc.”153

The patent also describes the optional notification if the matched 
individual is a “person of interest”, which may include a missing person, 
a person accused of a crime or with a criminal record, a sex offender, a 
person who has suffered memory loss, or a person who they claim “may 
otherwise pose a high risk to the public”.154 In a chilling aside, the patent 
description notes that “police may react differently to a person with no 
arrest record and a medical condition, and a person facially detected to 
have a history of assaulting police.”155 This seems like Clearview AI’s tool 
is pre-determined to further entrench the power relations that work against 
oppressed groups, for example Black communities in the USA, who have 
been well-documented to be targets of police brutality and false accusations 
of being “aggressive”. Highlighting exactly how technology embeds these 
discriminatory patterns, a 2018 study showed that emotion recognition 
routinely predicted that Black men were angrier than white men even when 
their expressions were the same.156
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In September 2022, Clearview AI announced that their second patent titled 
“Scalable Training Data Preparation Pipeline and Efficient Distributed 
Trainer for Deep Neural Networks in Facial Recognition” had been 
approved. The company stated that the patent was awarded “for its ability 
to create highly accurate, bias-free facial recognition algorithms from 
publicly available information”, i.e. that Clearview AI is “able to create a 
data set that represents all demographics with its unique data preparation 
and distributed training algorithms”.157

According to the patent, the system extracts faces from raw facial images and 
it may pre-assign an identity label to the subset of images. These identity 
labels can be usernames from a public social media website or keywords 
related to a search engine query. One of the key features of Clearview AI’s 
systems, as described by the patent, is to “ensure that the facial images 
corresponding to an identity label indeed belong to the identity (intra-
identity cleanliness), and there are no other images of the same identity 
mislabeled as a different identity (inter-identity cleanliness)”.158 This dataset 
“cleaning” can be achieved with the use of a neural network facial recognition 
model. But one particularly interesting feature is the possibility of data set 
image augmentation: “A highly effective approach to increase meaningful 
variations within an identity is to augment the facial images in certain ways 
that maintain high fidelity to the natural occurrence of that identity, such as 
accessories (e.g., glasses, hats, masks), lighting variations, and ageing.”159 This 
makes it possible, for example, to expand on an existing data set of images 
and even improve the image database over time as new images are processed 
and augmented.Although the patents provide some insight into how these 
technologies work and at least some level of transparency, the key is in the 
source code, which is kept as a safely guarded business secret. Until there are 
more code transparency/open source requirements for such invasive systems 
that enable mass biometric surveillance, we are far away from achieving a 
level of social consciousness of the dangers these technologies pose for 
human rights and freedoms. And even if Clearview AI’s dubious claim to 
be free of bias turned out to be true, it would do very little to mitigate the 
enormous rights violations entailed by their services.
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CONCLUSION

Based on the technical aspects of the technology used for biometric (mass) 
surveillance practices, we can see that in addition to many risks for human 
rights and freedoms, the design and use of this technology also adds to 
entrenching systemic social issues such as racial profiling, targeting and 
discrimination. In particular, many of these tools are designed to mark out 
“The Other”, i.e. people who are perceived as different from the majority 
population based on their appearance, beliefs or legal/social status. It seems 
that the pursuit of “averageness” or “normality” in a person based on their 
physical appearance, as we could see from Francis Galton’s work, has only 
been exacerbated with “digitised bodies” and systems capable of processing 
this data faster and in larger volume than any human, especially with the 
advances in neural networks. As machine learning systems require never-
ending streams of data in order to be trained, the development of more 
biassed data sets will keep fuelling the fire of issues posed by mass processing 
and classification of biometric data. 

Massive networks of cameras sprawling entire cities and providing 
enormous amounts of information on people’s appearance, behaviour 
and movements do not provide a safe space for protests or other forms of 
civil disobedience. Even the average “nothing to hide” and “law abiding” 
citizen would become a “walking barcode”, ready to be scanned under the 
watchful eye of biometric surveillance infrastructure. The political turmoil 
around the world,160 and more than a decade of global decline of internet 
freedom,161 also show that when there is an opportunity to use technological 
means to control or limit political speech, protests, and other forms of civic 
organising, political powers in both authoritarian regimes and even those 
with apparently higher levels of democracy will not hesitate much to seize it. 

These rapid scientific and technological changes have expectedly been 
exploited by private actors with immense resources, high levels of social 
influence, and effectively no public accountability, except to their 
shareholders. It is therefore dangerous to leave the respect of human rights 
to the benevolence, whims, and public relations strategies of powerful 
corporations as a kind of “self-regulatory” action, as we’ve seen from 
the examples of Microsoft and Amazon. Facial recognition and related 
biometric surveillance technologies are a very lucrative market, and therefore 
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it is expected that the companies selling them will continue to invest in their 
development, seemingly without much regard to how their products will 
actually be used.

Technology is almost always one step ahead of legislation reining it in, no 
matter how agile today’s lawmakers and citizens’ representatives are in 
recognising its adverse effects on society, at least the minority of them that 
understands the challenges at hand. It is also a matter of geopolitical position 
and perspective, given that US and Chinese companies are leading the 
push compared to European ones when it comes to development of facial 
recognition and other technologies used for mass biometric surveillance. As 
the European Union pushes towards another landmark legislation aimed 
at governing our societies in the digital age — the Artificial Intelligence Act 
— this alone cannot ensure that values of freedom and personal autonomy 
are preserved. If the push for technologically-driven “security”, public order 
and “social harmony” are prioritised above all else, it could be a point of no 
return when it comes to the respect of freedom of expression and assembly, 
the right to protest, as well as privacy in our streets, squares, parks and other 
public spaces.

Employing intrusive technologies such as facial recognition to make decisions 
which can produce serious legal consequences for citizens (wrongful arrests 
or criminal convictions) also poses a serious risk. “Live” facial recognition, 
i.e. identification of people from surveillance footage processed in real time, 
gets a lot of attention, but retrospective biometric identification of people 
from recorded video-materials is not any less dangerous. The case of Mr 
H, who was convicted of burglary in France only based on being identified 
with facial recognition from a security camera recording, shows what the 
legal ramifications could look like as these technologies become even more 
present. The facial recognition system narrowed the search down to 200 
people as potential suspects, and the police singled out Mr H and charged 
him with the crime, despite a lack of additional evidence to confirm that he 
was the perpetrator.162 Pertinently, despite requests from Mr H’s lawyer to 
provide information about how the system came to its prediction, the court 
found that the intellectual property rights of the provider took precedence. 
This is a glaring example of why technology cannot be used as an excuse 
to abandon legal due process, and why the interests of private companies 
cannot be allowed to prevail over the right to a fair trial and the presumption 
of innocence.
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The legal contexts surrounding the processing of biometric data vary 
dramatically across the world, with different jurisdictions all having their 
own definitions for what actually constitutes “biometric data”. Thanks 
to the General Data Protection Regulation (GDPR) and its lesser-known 
police counterpart, the Data Protection Law Enforcement Directive (LED), 
the EU is frequently seen as a leader in having laws to ensure the protection 
of biometric data by strongly restricting, and in some cases prohibiting, its 
use. However, it is by no means perfect – with enforcement a key site of 
criticism, and a generally narrow focus on identification use cases. The UK’s 
equivalent framework has failed to stop many harmful deployments.

This research found only two jurisdictions where there have been attempts 
to regulate the development, deployment or use of facial recognition 
and other biometric systems specifically (rather than just the underlying 
biometric data): the US and the EU. At the time of publication, the EU 
is still grappling with where to draw its line in the sand against biometric 
surveillance in the landmark Artificial Intelligence Act, with the European 
Parliament proposing a full ban on all live and most retrospective remote 
biometric identification in publicly accessible spaces. Meanwhile, various 
US states have already enacted bans – although only ever for specific sectors 
or uses, such as police or education, and often with exceptions. Several 
proposals for a federal-level ban are on the table but none are yet in place.

The almost dozen US states that have chosen to regulate biometric 
surveillance in some form have overwhelmingly chosen to limit this to facial 
recognition, implicitly excluding other forms of biometrics. The approaches 
have varied from a full ban, to moratoria (either for a certain amount of 
time or until authorising legislation is enacted), to a regulatory framework 
which lays out the conditions that must be reached in order for a use to be 
permissible.

In the state of Washington, the legal framework allows the use of facial 
recognition in the provision of many public services, and has seen 
speculation that a senior employee of Microsoft had influence over the 
permissive approach taken. Interestingly, Washington has prohibited facial 
recognition matches on the basis of a sketch or other manually-produced 
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images, but allows searches on the basis of a lookalike. There are many 
similarities between the framework in Washington and the one in Colorado, 
with a key difference being that Colorado also brought in a task force, which 
Washington did not find the funding for. It seems, therefore, that the level 
of oversight is dependent on economic considerations. 

Several states show attempts to minimise the risk of abuses. In the state 
of Virginia, anyone who makes a non-permitted facial recognition search 
is guilty of a misdemeanour (a criminal charge). And in Maine, there is a 
requirement to delete any evidence that has been gathered unlawfully. 
On the other hand, the state of Massachusetts is one of several states that 
allows the Registry of Motor Vehicles to be used to conduct searches. This 
seemingly mundane federal agency thus becomes a central point for facial 
recognition searches in the US thanks to the vast amount of biometric data 
that it holds.

One important insight from the US is a challenge to the received wisdom 
that a moratorium is the first step towards a ban. Whilst it is often assumed 
that a moratorium is a precursor to a ban on facial recognition, the states of 
Virginia and Vermont show that they are flimsy tools, vulnerable to reversal.

In Canada, a police scandal involving the infamous Clearview AI catalysed 
a much-needed update of national privacy laws; in 2021, for the first time, 
biometric data was considered as sensitive data, rather than being treated 
the same as other data. Now, the country is considering a new law, the 
AIDA, which will require providers to self-assess whether their artificial 
intelligence systems are risky or not. Like the Virginia legislation, it creates 
criminal offences for misuse – with fines and even imprisonment. Whilst 
Canada’s AIDA shares a risk-based approach with the EU’s AI Act, it does 
not, however, contain any prohibitions, raising questions about whether it 
will have the tools to deal with biometric mass surveillance practices.

Latin American countries have come under serious fire for their treatment 
of biometrics. Almost two thirds of the region’s biometric deployments 
do not have a legal basis, which has been credited to a general lack of 
consistent and modern rules to protect biometric data. Brazil, for example, 
only implemented a right to data protection in 2020. Litigation has been 
important in several countries in the region, however, with an Argentinian 
court declaring a Fugitive Facial Recognition System unconstitutional, 
and the Mexican supreme court doing the same for a national cellphone 
biometric registry. The Argentine court also recognised privacy and data 
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protection as collective rights, which is important as the other jurisdictions 
considered in this book only recognise these rights in a very individual way.

India and China are often pointed to as extreme examples of biometric 
mass surveillance. In India, legislation is generally focused on enabling 
deployments rather than safeguarding them, with evidence of several rights-
violating police deployments. India also boasts the largest biometric identity 
programme in the world, which has crept into becoming necessary for 
people to access bank accounts or phone contracts. In China, police in the 
capital of Beijing boast of the city’s 100% surveillance camera coverage, with 
drones deployed in Xinjiang to reach where CCTV cameras cannot. Perhaps 
most notorious in China is the use of facial recognition to facilitate the mass 
detention of Uyghur people. In recent years, there have been several laws in 
China that regulate personal data protection generally, as well as regulation 
that focuses on the use of facial recognition technology specifically. While 
this regulation seems to be focused mostly on the private sector, there is 
emerging case law (that concerned use of facial recognition) where courts 
acknowledged citizens’ personal data protection rights.  

Another key question raised in this section is the role of technical accuracy 
standards in facial recognition legislation. The US state of Virginia has 
mandated that systems must achieve a rate of 98% true positives and India 
has set this at 80%. However, without knowing how many false positives the 
system generates, both statistics are close to meaningless.
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AUSTRALIA
CONTEXT

The use of facial recognition and other biometric 
technology by Australian law enforcement agencies 
is the subject of intense debate between human rights 
proponents on the one hand, and law enforcement 
officials on the other. There is still no federal law that 
would regulate the use of facial recognition and other 
biometric surveillance in a comprehensive manner. 
However, Australia does have a Privacy Act that 
functions as a general data protection law, including 
regulating the use of biometric data on a broad level. 
Nonetheless, the use of facial recognition by the police 
seems to be very present in practice.163

As early as 2014, an initiative was put forward to make 
a single national database containing all the photos 
from passport and driving licence databases, called 
the National Facial Biometric Matching Capability 
(shortened to “Capability” or “NFBMC”), to be used for 
different facial matching purposes.164 This initiative was 
formalised in 2017 when all state and territory leaders 
signed the Intergovernmental Agreement on Identity 
Matching Services (IGA), which ought to become fully 
operational once the appropriate legislative framework 
is in place, on federal and state levels.165

The Capability database is being filled with some data 
in the states of Queensland, South Australia, West 
Australia, Victoria and Tasmania, since those states 
issued legislation that enables such data collection from 
different state authorities.166 Even if all the states made 
local laws that would enable full data collection as is 
envisaged in the IGA, the exchange of data between the 
states, as well as federal agencies, would still have to be 
on hold until there is a federal regulation to enable such 
data sharing for facial recognition purposes.167
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Legislative efforts on the federal level failed in 2019 when the Identity-
matching Services Bill 2019 was introduced to the Parliament.168 The purpose 
of the Bill was to authorise the Commonwealth (federal government) to 
facilitate the sharing of identification information, including facial images, 
between the Commonwealth, states and territories for the purposes of 
identity-matching.169 However, this version of the Bill was rejected by the 
Parliamentary Joint Committee on Intelligence and Security (PJCHR), 
which found that the Bill has to be redrafted so that the regime for identity 
matching is built around privacy and transparency, and is subject to robust 
safeguards.170 The redrafted version of the bill has not been introduced 
to the Parliament so far, but there has been no confirmation that the 
government gave up this legislation either.171 The Office of the Australian 
Information Commissioner (OAIC) will be in charge of preparing a privacy 
assessment in relation to the NFBMC. According to information from their 
website, the preparation of this privacy assessment is behind due to delays 
in the enactment of the Identity-matching Services Bill,172 which might be 
an indication that the new version of the bill will be put forward by the 
government.

Even though there is still no legislative framework governing the use of facial 
recognition by law enforcement, it has nonetheless been used for quite some 
time now. 

According to a statement from a New South Wales police spokesperson, 
this police force has been using facial recognition technology since 2004, 
to establish and verify the identities of persons of interest for investigative 
purposes.173 On their website, the police provide some information about 
this practice, referring to the Privacy Act, their local Privacy and Personal 
Information Act 1998 (NSW), as governing legislation for their use of 
facial recognition. They have also been public about trial facial recognition 
projects that were met with public pushback since they raised significant 
privacy risks due to a lack of appropriate legal safeguards.174 

South Australia Police have also made statements about their use of facial 
recognition, claiming that there is no legislative restriction on the use of this 
technology in South Australia for investigations.175

There are also reports that facial recognition might have been used on 
protesters,176 and that police used it during the COVID-19 pandemic 
in trial mode, in order to support quarantine-related measures.177 In the 
private sector, facial recognition cameras have been used in supermarkets, 
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with explanations being that this technology was used to identify persons 
of interest who have previously been involved in incidents,178 or in order 
to understand and improve customers’ experience via surveys done on 
tables that were taking faceprints (images captured via tablet camera were 
converted to algorithmic faceprints).179 Several such examples are explored 
in more detail in the Practice section of this book.

Facial recognition also sparked public attention in 2020, when the UK’s 
Information Commissioner’s Office (ICO) and the OAIC launched a 
joint investigation into Clearview AI’s handling of personal information, 
concentrating on the usage of biometric and scraped data by the company.180 
As will be elaborated further in the case law section, this investigation 
resulted in the OAIC finding that Clearview AI had breached national 
privacy laws and must not only cease collecting images of Australians, but 
also delete existing photographs of Australians in its collection.

In their report from 2021, the Australian Human Rights Commission 
recommended legal reform to provide better human rights and privacy 
protection regarding the development and use of biometric technologies, 
and a moratorium on the use of biometric systems in high-risk decision-
making until such protections are in place.181

There have also been initiatives from the academic sector to make a model 
law which would regulate the use of facial recognition more in accordance 
with human rights standards.182 

LAW 

Australia is a party to the International Covenant on Civil and Political 
Rights (ICCPR),183 but there is no federal charter or bill of rights (within 
the Constitution or otherwise) that would regulate privacy as a human 
right.184

The Australian Privacy Act was enacted at the end of 1988 and became 
applicable in 1989. It has been subsequently amended several times,185 
while the latest amendments were made in 2022.186 The Privacy Act covers 
Australian Government agencies and any organisation with an annual 
turnover of more than AU$3 million, and other organisations under special 
conditions regulated in the act (e.g. depending on the sector where they 
operate). The Act is structured in such a manner as to regulate some specific 
issues, including the general obligations of relevant stakeholders and rules 
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around OAIC. At the end of the Act, there are 13 principles contained in its 
Schedule 1 (Australian Privacy Principles or APPs). These principles are very 
similar to the principles in GDPR Article 5, in the sense that they provide 
overarching rules to be relevant for any personal data processing. They are 
nonetheless more detailed and practical than their GDPR equivalents. 

There is no mention of facial recognition specifically, nor are facial 
recognition templates expressly mentioned in the Act. There is, however, 
regulation of the biometric templates and the biometric information 
that is to be used for the purpose of automated biometric verification or 
biometric identification — both of which are considered to be a type of 
sensitive information. According to the OAIC interpretation, biometric 
information includes features of a face.187 

The rules on the collection and processing of sensitive information are quite 
general. 

According to Principle 3 of the Privacy Act, which regulates data collection, 
sensitive information can be collected only if there is a relevant legal basis. 

A government agency must not collect sensitive information about an 
individual unless: (i) the individual consents to the collection of the 
information;188 and (ii) the information is reasonably necessary for, or 
directly related to, one or more of the entity’s functions or activities. 
According to the Privacy Act definitions, consent means express consent or 
implied consent.189

The Privacy Act lists several other situations when the collection of sensitive 
information would be permissible, even when conditions (i) and (ii) are 
not met. One such situation is when the collection of the information is 
required or authorised by or under an Australian law or a court/tribunal 
order.190 As explained, there is not currently any other such law authorising 
or requiring such processing.

For law enforcement bodies there is a special rule. Collection of sensitive 
information would be allowed if the enforcement body “reasonably 
believes” that the collection of such information is reasonably necessary for, 
or directly related to, one or more of the bodies’ functions or activities.191 
The standard of “reasonable belief” is what distinguishes enforcement 
bodies from other regulated entities, including other government agencies. 
However, such a broad exception may add to concerns that excessive use 
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of facial recognition and other biometric surveillance by law enforcement 
agencies increases the risks of mass surveillance and other human rights 
concerns.192

Based on information on the OAIC website, no guidelines have been issued 
with respect to facial recognition, or more generally, the processing of 
biometric information.

CASE LAW

In anticipation of the formal rollout of the Capacity, several Australian law 
enforcement agencies (including the Australian Federal Police, Victoria, 
and Queensland police) started using Clearview AI’s database within their 
existing facial recognition systems. The government first denied using the 
company’s service, but in early 2020 customer data leaked by Clearview AI 
revealed that Australian police personnel had in fact been using the service, 
presumably in an informal manner.

In response to this and other potential violations, the OAIC and the UK’s 
ICO launched their joint investigation into Clearview AI in July 2020.193 

The next year, in October 2021, the investigation was complete,194 finding 
that Clearview AI had breached Australian privacy law.195 According to 
OAIC findings, the breaches included: (i) collecting Australians’ sensitive 
information without consent; (ii) collecting personal information by unfair 
means; (iii) not taking reasonable steps to notify individuals of the collection 
of personal information; (iv) not taking reasonable steps to ensure that the 
personal information it disclosed was accurate, having regard to the purpose 
of the disclosure; and (v) not taking steps to ensure compliance with the 
Australian Privacy Principles by implementing appropriate practices, 
procedures and systems.196

The OAIC ordered Clearview AI to “cease collecting facial images and 
biometric templates from individuals in Australia, and to destroy existing 
images and templates collected from Australia”.197 However, no monetary 
fines were imposed.198

Later that same year, in November 2021, the OAIC issued another 
determination establishing that the Australian Federal Police (AFP) failed 
to comply with its privacy obligations in using the Clearview AI facial 
recognition tool.199 Violations were made by (i) failing to conduct a privacy 
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impact assessment for a high-privacy risk project and (ii) acting in breach of 
the requirement to take reasonable steps to implement practices, procedures 
and systems relating to the entity’s functions or activities, as is regulated in 
the Australian Privacy Principle 1.2.

This OAIC determination directs the AFP to engage an independent assessor 
to review and report to the OAIC on residual deficiencies in its practices, 
procedures, systems and training in relation to privacy assessments, and 
make any necessary changes recommended in the report, as well as to ensure 
that relevant AFP personnel have completed an updated privacy training 
programme.200
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CANADA
CONTEXT

In 2020, Canada was struck with a biometric mass 
surveillance scandal: the Royal Canadian Mounted 
Police (RCMP) and other Canadian police forces were 
revealed to be clients of the US-based company Clearview 
AI, which collected billions of images without consent 
to create a facial recognition database, alongside forces 
in eighteen European countries.201

The Office of the Privacy Commissioner of Canada 
(OPC) investigation found that Clearview AI had 
violated federal and provincial privacy laws by scraping 
images without permission. The provincial authorities 
issued legally binding orders requiring Clearview to 
cease offering its services, stop collecting and using 
images without consent, and delete the collected 
images and biometric facial arrays of individuals in the 
provinces.202 Clearview AI announced in July 2020 that 
it would stop offering its facial recognition technology 
in Canada.

The case was also used by the Canadian Privacy 
Commissioner himself, Daniel Therrien, to emphasise 
the shortcomings of existing federal privacy laws, 
pointing out that the Personal Information Protection 
and Electronic Documents Act (PIPEDA) does not 
grant powers to the OPC to issue orders nor to impose 
monetary penalties.203

The RCMP later admitted to using other facial 
recognition tools marketed as software to combat human 
trafficking and child sexual exploitation.204 Such use of 
FRT by the police forces in Canada has raised concerns 
about privacy, accountability and the need for clear and 
comprehensive legislation. In a joint statement, Federal, 
Provincial, and Territorial Privacy Commissioners have 
emphasised the importance of explicitly defining when 
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law enforcement can (and cannot) use facial recognition in order to prevent 
generalised surveillance.205 

These events led to an extensive study by the House of Commons Standing 
Committee on Access to Information, Privacy, and Ethics (ETHI). In early 
October 2022, ETHI released the final report on the use and impact of facial 
recognition technology: “Facial Recognition Technology and the Growing 
Power of Artificial Intelligence”.206 The report concludes that “Canada’s 
current legislative framework does not adequately regulate FRT and AI. 
Without an appropriate framework, FRT and other AI tools could cause 
irreparable harm to some individuals”. 

The Committee stressed the need for a robust legislative framework that 
safeguards privacy rights and civil liberties. Given the absence of such a 
framework, the Committee proposed a national moratorium on the use of 
FRT, especially by police services. The report emphasised the importance 
of granting greater powers to the federal privacy commissioner, including 
issuing orders and imposing substantial fines similar to those under the 
EU General Data Protection Regulation. It also highlights the lack of 
transparency as a significant issue with law enforcement’s use of FRT. 
The public typically obtains information about the use of the technology 
through media reports, leaked documents and freedom of information 
requests. 

The Samuelson-Glushko Canadian Internet Policy and Public Interest 
Clinic (CIPPIC) released a report in September 2020 on the use of facial 
recognition at the Canada-US border.207 It points out that the adoption of 
facial recognition systems extends surveillance beyond the border, enables 
repurposing beyond the initial context, and enables automation of other 
assessment tools. The lack of legal safeguards allows for ad hoc adoption 
without accountability. The report concludes that Canada’s adoption 
of facial recognition more broadly has lacked transparency and sufficient 
safeguards.

While the ETHI Committee calls for a moratorium, a collective of 77 privacy, 
human rights and civil liberties advocates, including the International Civil 
Liberties Monitoring Group, sent a letter to the Minister of Public Safety 
in 2020, urging a complete ban on the utilisation of facial recognition 
surveillance by federal law enforcement and intelligence agencies.208
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LAW

Canada currently has a patchwork of laws that govern biometrics: the 
Canadian Charter of Rights and Freedoms,209 the common law and other 
laws, including privacy legislation. Current federal privacy laws, the Privacy 
Act (1985)210 and the Personal Information Protection and Electronic 
Documents Act (PIPEDA, 2000)211 also offer provisions that regulate 
biometrics, although already several decades old. Experts point out that 
fragmented legislation at the federal, provincial and territorial levels needs to 
be replaced with one overarching piece of legislation that comprehensively 
covers the public, private, non-profit sectors and political parties.

Canada currently lacks a comprehensive legal framework for regulating 
AI. However, it has implemented the Directive on Automated Decision-
Making (ADM Directive),212 which imposes requirements on the federal 
government’s use of automated decision systems, primarily focusing on risk 
management. The ADM Directive lacks specific provisions for any kind 
of biometric surveillance technologies and does not cover AI systems used 
in the criminal justice system. As such, it allows the federal government 
to adopt different controversial technologies without complying with the 
Directive.

Canada’s federal privacy regulations are currently undergoing a significant 
overhaul in the form of the new act called Bill C-27, which may provide 
an opportunity to fix some of the gaps in the existing legislation.213 Bill 
C-27 will introduce three new acts: the Consumer Privacy Protection 
Act (CPPA), the Personal Information and Data Protection Tribunal Act 
(PIDPTA), and the Artificial Intelligence and Data Act (AIDA). 

The Privacy Act and PIPEDA

Canada has two federal privacy laws: the Privacy Act (1985), which governs 
the federal government’s use of personal information, and the Personal 
Information Protection and Electronic Documents Act (PIPEDA, 2000), 
which applies to businesses. The Privacy Act applies to services such as 
pensions, employment insurance, border security and taxation, but it does 
not apply to political parties. 

PIPEDA sets rules for the collection, use and disclosure of personal 
information by private companies engaged in commercial activities, except in 
Alberta, British Columbia and Quebec, where similar provincial laws apply. 
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PIPEDA also applies to federally-regulated companies and their employees’ 
personal information. Provincial privacy laws exist for government agencies, 
health-related information, employment-related information, and sector-
specific laws.214

PIPEDA and the Privacy Act do not define biometric data differently 
than other types of personal data. The Privacy Commissioner of Canada 
published decisions related to biometric data in multiple cases, including 
voice authentication in the employment context and collecting fingerprints 
for taking a Law School test.215 In those cases, the Privacy Commissioner 
applied the standard test to evaluate the appropriateness of the purpose 
expressed for collecting the personal data, asking the following questions:

 »  is the measure demonstrably necessary to meet a specific need;

 » is it likely to be effective in meeting the need;

 »  is the loss of privacy proportional to the benefit gained; and

 » is there a less privacy-invasive way of achieving the same goal?

In 2021, the Office of the Privacy Commissioner of Canada (OPC) 
updated its guidance to clarify the types of personal information generally 
considered sensitive under the PIPEDA and added biometric data to 
that group.216 Under PIPEDA, private companies must protect sensitive 
personal information with appropriate safeguarding measures and seek 
express consent when the information is likely to be considered sensitive.

BILL C-27: CPPA, PIDPTA & AIDA

Bill C-27, also known as the Digital Charter Implementation Act 2022, is 
the second attempt to overhaul the federal privacy regime. This proposal 
seeks to establish three new pieces of legislation: the Consumer Privacy 
Protection Act (CPPA), the Personal Information and Data Protection 
Tribunal Act (PIDPTA), and the Artificial Intelligence and Data Act 
(AIDA).

The CPPA and PIDPTA are revised versions of legislation introduced 
in 2020, which did not pass due to the dissolution of Parliament for the 
2021 federal election, while the AIDA is an entirely new legislation. As a 
result, the Personal Information Protection and Electronic Documents 
Act (PIPEDA) will be amended to become the Electronic Documents Act, 
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removing the privacy provisions while retaining the provisions related to 
electronic documents.

Under the proposed CPPA, private companies would be required to 
provide a clear explanation of their use of any automated decision system 
that could significantly impact individuals. That includes systems that 
make predictions, recommendations or decisions about individuals. Upon 
request, companies using such systems must also provide individuals 
with an explanation of how their decisions are made, more specifically, 
the “type of personal information that was used to make the prediction, 
recommendation or decision, the source of the information and the 
reasons or principal factors that led to the prediction, recommendation or 
decision”.217

Private companies that violate the provisions of the CPPA can face significant 
penalties: administrative monetary penalties can be imposed, ranging from 
up to Can$10 million or 3% of the company’s gross global revenue for 
general violations, and up to Can$25 million or 5% of the company’s gross 
global revenue for certain intentional offences. The Privacy Commissioner 
of Canada will not directly issue these penalties: the Commissioner will 
recommend penalties to the Personal Information and Data Protection 
Tribunal, which will have the authority to impose penalties. Appeals of 
other orders issued by the Commissioner can also be made to the Tribunal.

The introduction of the AIDA represents one of Bill C-27’s most significant 
changes, which aims to impose new governance and transparency obligations 
on businesses designing, developing and using artificial intelligence (AI) 
systems. Under this newly-proposed act, anyone responsible for an AI 
system must determine if it qualifies as a “high-impact system”. If it does, 
they must implement measures to identify, assess and mitigate potential 
risks, such as harm or biased outcomes caused by the system. Compliance 
with these measures must be monitored and documented as well.

The AIDA’s approach of categorising AI systems based on their level of risk 
aligns with the European Union’s approach to AI regulation. However, 
the specific definition of high-risk systems is yet to be established through 
future regulations. It is also worth pointing out that the EU AI Act 
explicitly bans specific AI systems that are deemed unacceptably harmful, 
such as manipulative or exploitative systems and real-time remote biometric 
identification used by law enforcement — while the current AIDA proposal 
does not include an outright ban on AI systems with unacceptable risks. 
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Another key difference is that the scope of the AIDA might be more 
limited compared to the EU Act. The AIDA’s definition of AI systems 
only covers technological systems that process data autonomously or partly 
autonomously. In contrast, the EU Act does not necessarily require any 
degree of autonomy, and includes AI systems developed using specified 
techniques like machine learning, logic-based approaches and statistical 
approaches.

Without providing an exhaustive list, the AIDA Companion Document 
issued by Innovation, Science, and Economic Development Canada (ISED) 
includes examples of systems that might belong to the high-risk category.218 
Among them are biometric systems used for identification and inference, 
and systems used to make predictions about people. ISED points out that 
“such systems have the potential to have significant impacts on mental 
health and autonomy”.

Under the transparency provisions, developers of high-impact systems are 
required to publish a plain-language description of the system on a publicly-
available website. This description should include information about how 
the system is intended to be used, the types of content it generates, the 
decisions or predictions it makes, and the mitigation measures in place. 
In addition, anyone responsible for a high-impact system must promptly 
notify the Minister if the system causes or is likely to cause material harm.

The proposed Act would introduce significant penalties for violations: 
administrative fines for breaching governance or transparency requirements 
can be up to Can$10 million or 3% of gross global revenues. New criminal 
offences related to AI systems are also proposed, with fines for businesses up 
to Can$25 million or 5% of gross global revenues. Individuals can face fines 
of up to Can$100,000 or imprisonment for certain offences. These offences 
include knowingly using personal information obtained unlawfully, 
designing or using harmful AI systems, and causing substantial economic 
loss with fraudulent intent. Notably, these proposed penalties are higher 
than those in existing legislation, such as Quebec’s Bill 64 (see next section) 
or the EU’s General Data Protection Regulation.

The enforcement of AIDA, excluding criminal offences, would be overseen 
by a newly-established AI and Data Commissioner. Criminal prosecution 
would be the responsibility of the Public Prosecution Service of Canada 
(PPSC), with the Minister having the ability to refer cases to the PPSC, 
but no further involvement in the process. Additionally, external experts 
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would support the administration and enforcement of AIDA, independent 
auditors would conduct audits, and an advisory committee would be 
appointed to assist with enforcement activities.

The proposed timeline for the adoption of AIDA means that any new rules 
would not enter into force before 2025 at the earliest. 

Quebec

In 2001, Québec was the first jurisdiction in Canada to introduce an act 
to establish a legal framework for information technology (QC IT Act), 
which includes specific provisions for the use of biometric databases in 
order to ensure an adequate level of protection.219 The recent amendment 
to the QC IT Act, known as QC Bill 64, imposes new requirements 
related to the reporting of biometric systems used for identification or 
verification purposes. Companies must disclose any processing involving 
biometric information, regardless of whether it is stored in a database, to the 
Commission d’accès à l’information (Commission on Access to Information, 
CAI) — at least 60 days before the biometric database is put into operation. 
The CAI has powers to set up, manage and order the destruction of such 
databases if they do not comply or invade privacy. Finally, Bill 64 designates 
biometric information as sensitive, which means companies should have 
additional safeguards when processing it.

To mitigate the legal risks associated with processing biometric information, 
companies must consider the intrusiveness of the technology, the purpose of 
use, alternative processes, and how biometric information is managed and 
destroyed. Assessing the level of privacy risk can help establish guidelines 
and conduct privacy impact assessments (PIAs) to identify and mitigate 
risks. PIAs will become mandatory from 22 September 2023 under QC 
Bill 64 when sharing personal information outside of Quebec, creating 
or acquiring digital systems involving private data, or disclosing personal 
information without consent for research purposes.

Experts point out that the problem with Quebec’s privacy legislation is 
that it imposes obligations only when biometrics are used to verify identity, 
arguing that its scope should be expanded for other purposes as well.220 The 
Centre for Media, Technology, and Democracy and the Cybersecure Policy 
Exchange recommended harmonising the Privacy Act and PIPEDA with 
the federal government’s Directive on Automated Decision-Making.221
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CASE LAW

The Supreme Court of Canada recognised the constitutional right to privacy 
decades ago, in R. v Dyment (1988) 2 S.C.R. 417.222 The decision highlights 
that “privacy is at the heart of liberty in a modern state … [g]rounded in 
man’s physical and moral autonomy, privacy is essential for the well-being 
of the individual. For this reason alone, it is worthy of constitutional 
protection, but it also has profound significance for the public order. The 
restraints imposed on government to pry into the lives of the citizen go to 
the essence of a democratic state.”

In R. v Spencer (2014) SCC 43, the Supreme Court of Canada ruled that 
individuals retain a right to privacy even when in a public space.223 The 
Supreme Court pointed out that people often behave differently when 
they suspect that they are being watched, and this fear of surveillance 
itself “destroys the sense of relaxation and [behavioural] freedom” that 
anonymity confers — narrowing the range of autonomous choices available 
to the actor.

In Wansink v Telus Communications Inc. (2007) FCA 21 the Federal Court 
of Appeal upheld a decision by the Privacy Commissioner of Canada 
that found that collecting and storing voiceprints of employees for voice 
recognition technology used to access a company’s internal computer 
network remotely did not violate the privacy of employees.224 The Federal 
Court of Appeal found that the purposes for collecting the information 
were reasonable and that Telus had taken appropriate security measures to 
protect that information. It also ruled that consent must be obtained from 
employees, but noted that Telus could not obtain voiceprints without an 
individual’s knowledge and participation. The Court expressed an opinion 
that voiceprints were not sensitive data. 

In IKO Industries Ltd. v. U.S.W.A. (2005) the Ontario arbitrator determined 
that the use of a fingerprint scanning system by an employer was an invasion 
of employees’ privacy and could not be justified.225 IKO Industries Ltd. (the 
employer) appealed the arbitrator’s ruling, but the Ontario Superior Court 
of Justice upheld the decision, stating that it was based on a balancing of 
the employer’s and employee’s interests. In this case, the invasion of privacy 
was not deemed to be substantial, but the employer’s interest nevertheless 
did not outweigh it, considering the circumstances of the workplace and 
available alternatives.
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However, in another arbitration case, Agropur, Division Natrel and 
Teamsters Local Union No. 647 (Slotnick), 2008 CanLii 66624 (ON 
L.A.), an arbitrator determined that the fingerprint scan was not invasive 
of privacy.226 The arbitrator considered relevant biometrics cases decided 
under labour law, rather than privacy law, and concluded that the scan took 
less than a minute, did not involve private body parts, and only captured 
half a fingerprint, which was immediately converted into a series of numbers 
with no personal information. 



CHINA
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CHINA
CONTEXT

Mass surveillance in the People’s Republic of China is 
one of the most sophisticated networks of monitoring 
systems used by a central government on its citizens. 
China’s modern surveillance scheme started in 2003, 
with the creation of the “Golden Shield Project” that 
was primarily focussed on internet censorship.227

Following the Golden Shield Project, China launched 
two more surveillance programmes: Safe Cities (2003), 
which focuses on disaster warnings, traffic management 
and public security, and SkyNet (2005), the facial 
recognition programme. According to some reports, 
“Skynet can scan the entire Chinese population in 
one second with 99.8 percent accuracy” (allegedly, this 
number was provided by Chinese state-run media).228 
However, this figure should be taken with a grain of salt 
given that it has not been independently verified — as 
well as the fact that given the size of the population of 
China, such level of accuracy amounts, in fact, to many 
millions of errors.

 However, what is clear is the notable amount of spending 
on surveillance in China, as its budget far exceeds that of 
other municipal services, with an estimated 176 million 
surveillance cameras in operation as of 2017.229

Biometric surveillance is mainly used in urban areas in 
China. By 2010, Beijing alone had accumulated 800,000 
surveillance cameras, with the Beijing police boasting in 
2015 that the city was 100% covered.230 In May 2018, 
facial recognition software alerted concert security that 
one of the 60,000 concert goers was a suspected fugitive, 
resulting in the arrest of the 31 year old man within 
minutes.231 At some crossroads in Shanghai, jaywalkers 
must pay a 20 yuan fine and have their pictures shown 
on a nearby screen for public humiliation.232
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The extent of facial recognition in China is significant, as Chinese police are 
reported to have deployed facial-recognition technology in their glasses in 
early 2018, with Beijing-based LLVision Technology Co. also selling basic 
versions to countries in Africa and Europe.233 One can reportedly buy a 
meal at KFC in Hangzhou using the “Smile to Pay” system with customers’ 
faces linked to their Alipay accounts, or board a bus in Yinchuan simply 
with a positive facial ID.234

These practices are primarily conducted through the government, although 
corporate surveillance in connection with the Chinese government has been 
reported to occur. Software companies Megvii and Neurosoft are involved in 
the harvesting of data from over twenty sectors of the Chinese government 
and tens of millions of social videos that can detect and identify some basic 
personal information.235 Though they deny the accusation, as discussed in 
the Technology section of this book, the company Megvii collaborated with 
Huawei to develop a “Uyghur alarm” that can automate the detection of 
Uyghur faces in video monitoring.236

Much of the controversy surrounding FRT in China comes amidst the 
“Strike Hard against Violent Terrorism” campaign, carried out by the 
Chinese government in the province of Xinjiang.237 At police checkpoints, 
Uyghurs frequently have their DNA collected, eyes scanned and the 
potential forcing of spyware installed on their phones to track all online 
activity.238 These measures come as an asymmetric response to several 
terrorist attacks in Beijing in 2013-2014, culminating in the detention of 
roughly one million Uyghurs in various camps, centres and prisons across 
Xinjiang.239Xinjiang is an important case study as it shows how greater 
biometric surveillance capacity can increase overt repression. Nearly every 
resident of the region has submitted their biometric data to the authorities 
with thousands of face-scan and phone-scan checkpoints at jurisdictional 
boundaries in operation.240 This comes amidst the worrisome repatriation 
of Uyghurs from other countries, as since the beginning of the Strike Hard 
against Violent Terrorism campaign more than 1,300 Uyghurs have been 
detained, deported or extradited.241

Additionally, security services in Xinjiang have even “begun to deploy flocks 
of smal bird-like surveillance drones to cover areas that CCTV feeds do not 
track”.242

China uses various surveillance techniques, such as camera or internet 
surveillance, to constantly monitor its citizens.243 Huawei’s Safe City product 
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uses social media monitoring and facial and licence-plate recognition to 
create “security” in Chinese cities. It has become increasingly widespread 
and grown in sophistication under the general secretary of the Chinese 
Communist Party Xi Jinping’s administration.244

The “Safe City” software had been rolled out across 73 cities in 52 countries 
by 2019, including Germany, France, Pakistan, Spain and Serbia.245 In 
2019, Serbian authorities moved to deploy 8,000 cameras, with Belgrade 
city centre being blanketed with facial-recognition surveillance-capable 
cameras, as we will explore further in the next chapter.246 Thus, we can see 
that the biometric advancements happening in China are not occurring in 
a vacuum.

The party-state’s ideological and political imperatives are supported 
by China’s legal system, featuring laws and regulations that govern the 
creation and use of surveillance technologies by private, state-owned or 
state-invested firms.247 Instead of developing a climate that is favourable to 
protecting the exercise of citizens’ rights, China’s regulatory system forces 
businesses to serve as the “surveillance agents of the state”.248 This is, at least 
in part, because the legal framework in China for surveillance technologies 
is based on an overly expansive definition of national security, which serves 
as justification for a broad range of surveillance practices.249

LAW

Overview of data protection legislation

Laws that regulate privacy rights and data protection issues have started to 
emerge in China in the past couple of years, and at least on paper, they do 
seem to be in line with modern data protection regulations, and are written 
in legal style as influenced by EU law (the GDPR and its predecessor, the 
Data Protection Directive from 1995).250

Unlike in European legal tradition, privacy is not a constitutionally 
protected human right in China.251 The first law that regulates privacy 
as a legally protected right is a Civil Code,252 which came into force on 1 
January 2021. The right to privacy and personal information are classified 
as “personality rights”, and in case they are violated, the Civil Code provides 
for legal remedies (from the perspective of torts regulation).253

Since November 2021, China also has a Personal Information Protection 
Law (PIPL), which was adopted in August 2021 and came into force on 1 
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November the same year.254 The PIPL is the first law that regulates personal 
data protection matters in a comprehensive manner. Only a couple of years 
earlier, in 2016, Chinese legislation got its first legal definition of personal 
information that is contained in 2016 Cybersecurity Law.255 In 2021, 
another important law dealing with data protection matters was issued, 
called Data Security Law.256 These three laws together regulate the general 
personal data protection regime in China. 

In addition, there are a number of laws in China that regulate the matters 
of national security and thus might be relevant for a legal regime pertaining 
to mass biometric surveillance. These are, in particular: (i) 2015 National 
Security Law;257 (ii) 2015 Counter-Terrorism Law;258 and (iii) 2017 National 
Intelligence Law.259 In order to help the government’s efforts to maintain 
national security, these laws regulate general requirements for how private 
businesses must collaborate and support the government’s law enforcement 
and technology needs.260

Certain data protection-related matters are also contained in the sectoral 
laws (as well as secondary legislation) that regulate personal data processing 
from the perspective of their main subject of regulation. Such is the case, 
for example, with the Criminal Law; the E-commerce Law; the Law on 
Resident Identity Cards; the Law on the Protection of Rights and Interests 
of Consumers; and the Tourism Law.261

Furthermore, the Supreme People’s Court and the Supreme People’s 
Procuratorate issue law interpretations, some of which might be relevant 
for processing biometrics, notably “Provisions of the Supreme People’s 
Court on Several Issues concerning the Application of Law in the Trial of 
Civil Cases involving the Processing of Personal Information Using Facial 
Recognition Technology”.262

Competent state bodies also issue national standards that are usually 
not mandatory but are “generally regarded as good-practice guidance by 
enterprises”,263 whereas the “Information security technology – Personal 
information (PI) security specification”264 and “Information Security 
Technology – Requirements for Security of Face Recognition Data”265 
standards specifically deal with FRT.

Some of these laws regulate very similar or even the same topics, since they 
were enacted in the timeline where systematic rules, contained mostly in 
the Civil Code and PIPL, were issued after certain specific legislation (as 
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will be discussed further in this section). For this reason, the Chinese data 
protection legal regime is complex, due to overlapping rules on the same 
matter and unclear distinction of legal regime for public and private actors.

Legal provisions relevant for biometric surveillance 

Civil Code 

The Civil Code dedicates a whole chapter to “Rights to Privacy and 
Protection of Personal Information” (Chapter VI). The definition of 
personal information from Article 1034 explicitly includes “biometric 
information”, but there is no further definition of such biometric 
information, nor are biometrics included in a “sensitive” data category. The 
Civil Code contains several general rules (some of which are pretty GDPR-
like) around personal information processing, such as:

 » Principles of processing (Article 1035) — processing must be 
“in compliance with the principles of lawfulness, justification, and 
within a necessary limit, and shall not be excessively processed”.

 » Conditions for processing (Article 1035) — processing is 
allowed if: (i) a person gave consent for processing of their data 
or processing is otherwise permitted by the law or administrative 
regulation (therefore, legal acts that are part of secondary 
legislation, which are lower that the laws, can provide legal basis 
for processing of personal information); (ii) transparency is 
secured; (iii) the purpose, method, and scope of the processing 
are clearly indicated; and (vi) processing does not violate any legal 
rules.

 » Citizen rights (Article 1037) — several types of rights are 
regulated, including right to copy, right to rectification and right 
to deletion, but in very general terms.

 » Disclosure and data safety (Article 1038) — there are general 
rules that limit situations when data sharing is possible, as well 
as general provisions regulating security measures to prevent 
data from “being leaked, tampered with, or lost” (including a 
notification obligation towards competent regulatory authorities 
and persons affected).
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The Civil Code also has a provision (Article 1036) that regulates when an 
“actor” that processes personal information shall not bear any civil liability 
for such processing. Two such situations are when there is consent and 
when data are already public (which is similar to the ‘’manifestly made 
public” rule from Article 9 of the GPDR). But the third situation is very 
widely defined and includes instances when “the actor reasonably performs 
the other acts to protect the public interest or the lawful rights and interests 
of the person”. Public interest is not defined in the Civil Code, and we can 
only speculate which government-related surveillance project it could cover. 
As is always the case with such broadly defined rules, or even legal standards, 
court practice should provide some clarification and guidance.

Finally, the Civil Code does include general rules concerning the 
confidentiality obligations of the state, public organs and public officials, 
but does not regulate sanction for violations of these rules.

Overall, the rules from the Civil Code provide some rights to citizens, which 
can be enforced in accordance with other domestic laws, but do not provide 
guidance in terms of state obligations in the context of mass surveillance 
projects — apart from “principles” provisions, whose relevance remains to 
be tested in practice.

Personal Information Protection Law 

The PIPL is to a large extent inspired by the GDPR text and structure 
(including with respect to the legal basis for processing, notification and 
transparency duties, quality of consent, citizens’ rights, security measures, 
cross border transfers, etc.). Unlike the GDPR (and regulations in Kenya 
and South Africa, for example) it does not exempt any state bodies from 
applying its provisions. It does, however, have a separate five-article Chapter 
that regulates “Special Provisions on the Processing of Personal Information 
by State Organs”. 

According to these provisions, state bodies must process information in 
accordance with applicable sectoral laws, but must not “exceed the scope 
and limits necessary to perform their statutory duties” (Article 34). As will 
be shown below, this is one of several general principles that may legally 
affect mass biometric surveillance projects in China, while relevant and 
concrete legal limitations, duties and restrictions are scarce in legislation 
reviewed for this book. According to this Chapter of the PIPL, state bodies 
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also have to fulfil their transparency duties and store data in the Republic of 
China (with some limited exceptions). 

In general, the PIPL has a GDPR approach when it comes to processing 
biometric data that are regulated within the wider category of “sensitive 
personal information”. However, it does have one provision that specifically 
regulates use of facial recognition technology in public spaces (although it 
does not use the phrase “facial recognition” in this particular Article).

Namely, Article 26 of the PIPL reads: “Image collection and personal 
identification equipment in public places shall be installed only when it is 
necessary for the purpose of maintaining public security, and shall be installed 
in compliance with the relevant provisions of the state and with prominent 
reminders. The personal images and identification information collected can 
only be used for the purpose of maintaining public security and, unless the 
individuals’ separate consents are obtained, shall not be used for any other 
purpose.”

The first matter worth noting is that this provision does not regulate any data 
processing that involves facial recognition, but focuses on the installation 
of equipment and collection of data. It, therefore, does not have anything 
to say about the processing of images or video that were not collected in 
public spaces. When it comes to the collection of images in public spaces, 
the provision contains a three-fold rule: (i) the only permissible purpose 
for the installation of identification equipment and collection of images 
is “maintaining public security” (that is not defined in the PIPL) and no 
other purpose is allowed, aside from the narrow exception when consent is 
obtained (according to Article 14 of the PIPL, consent must be “voluntary, 
explicit, and fully informed”); (ii) there must be transparency in the sense that 
“reminders” should be in place that notify the public about the collection 
of images and possibility of identification (this notification requirement 
is emphasised in this Article, in addition to the general “openness and 
transparency” principle form Article 7); (iii) all other state legislation must 
be complied with during equipment installation and data collection. Even 
though it is not explicitly stated in this provision, based on its phrasing we 
can speculate that only the state can install equipment for facial recognition 
in public spaces. It can do so only in order to “maintain public security”, 
which is a single but wide enough purpose to include all sorts of state-related 
initiatives. One could interpret such a broad purpose as covering almost any 
public authorities’ aim, with no guarantees that these public authorities will 
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not overuse, or even misuse the technology. In practice, this could serve as 
an “open door” for various mass surveillance state projects.

The PIPL also recognises the notion of automated decision-making in its 
Article 24, and regulates transparency and fairness rules when this type of 
processing is in place. Similar to the GDPR, Article 24 of the PIPL regulates 
a situation when this processing is used to make a decision that may have a 
significant impact on an individual’s rights and interest. If that is the case, 
the individual has the right to request clarification as well as the right to 
refuse the decision that is made only through automated decision-making. 

Moreover, “sensitive personal information” is defined somewhat differently 
in the PIPL than in the GDPR. Namely, there is an open-ended definition 
according to which this is “information that once leaked or illegally used, may 
easily lead to the infringement of the personal dignity of a natural person or 
may endanger his personal safety or property, including information such 
as biometrics [...]” (Article 28). Since biometrics are explicitly included as 
the first type of such information, it is clear that they are covered by this 
definition, though the PIPL does not further define “biometrics” (same as 
the Civil Code).

The PIPL does not expand too much on the regulation of sensitive 
information processing when compared to the Civil Code. According to 
PIPL provisions, the following rules apply:

 » Any processing of sensitive information is allowed “only when 
there is a specific purpose and when it is of necessity, under the 
circumstance where strict protective measures are taken” (Article 
28).

 » Under the general regime, processing of sensitive information 
must be based on consent, and special transparency rules include 
the duty to provide information on the impact it has on the 
individual’s rights and interests (Articles 29 and 30).

 » Special rules must be developed by entities that process data of 
minors under 14, with no further guidance on what these special 
rules should regulate (Article 31). 

 » Other laws and regulations can regulate processing of special 
personal information, in which case these provisions shall prevail 
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over the provision of the PIPL — presumably in line with the 
general limitation from Article 28.

In addition, according to Article 55 of the PIPL, the “report of the impact 
assessment on personal information protection” and “the processing 
record” must be prepared when there is processing of sensitive personal 
information or automated decisions making. While the minimum content 
of this report is regulated in Article 56, there are no rules that such a report 
must be reviewed or approved by some independent authority (which is a 
standard rule in EU legislation from where this institute of “assessment” is 
taken from).

Therefore, other than general purpose limitation, necessity and security 
requirements, there are no other rules in the PIPL which would explicitly 
limit processing of biometric information on a mass scale by the state, 
subject to applicable legislation.

Other legislation 

The Chinese Counter-Terrorism Law regulates to some extent the 
surveillance powers of the state. Namely, according to Article 27 of this law, 
local governments at all levels have the obligation to “organise and supervise 
relevant construction units in allotting and installing public security video 
image information systems [for] prevention of terrorist attacks, at the key 
positions of main roads, transportation hubs and public areas of the city 
as needed”. In addition, pursuant to Article 32, competent bodies must 
establish a public security video information system and ensure its regular 
operation. Video or images gathered via such systems data must be kept for 
at least 90 days. The Counter-Terrorism Law does not spell out that this 
video equipment cannot be used for any purpose other than anti-terrorism 
activities, although such a rule could be indirectly implied from the purpose 
limitation principle regulated in Article 28 of the PIPL.

The Cybersecurity Law and Data Security Law do not have anything 
specific to say about processing of biometrics or use of face recognition 
technology. As its name suggests, the Cybersecurity Law deals with the issues 
of cybersecurity and it applies to “the construction, operation, maintenance 
and use of networks as well as the supervision and administration of 
cybersecurity within the territory of the People’s Republic of China”.266 
Also, as it was issued in 2016, it contained many data protection requirements 
that were restated in the Civil Code in 2021.267 The Data Security Law, 
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on the other hand, “primarily focuses on protecting overall national data 
security”,268 i.e. it applies to the processing of any, not just personal, data and 
contains “high-level data management and protection methodologies and 
rules”,269 for any private or public actors who process data.

In accordance with the Cybersecurity Law, the competent bodies issued the 
above-mentioned standard called the Information security technology 
— Personal Information (PI) Security Specification (PI Security 
Specification) in March 2020. This standard regulates certain security 
requirements that are dedicated specifically to biometric data and facial 
recognition. The wording of the whole PI Security Specification indicates 
that it is primarily directed to commercial activities, as this is the context in 
which the document is written. Article 1 states that it applies to “processing 
activities carried out by all kinds of organisations” but that it “can also be 
used by competent authorities”. Therefore, the PI Security Specification 
itself does not aim to regulate the use of FRT by public bodies, although they 
are “encouraged” to take it into account when deploying such technology.270

It might be worth noting, also, that the PI Security Specification was issued 
one year prior to the PIPL enactment, and regulates some matters that were 
later covered by the PIPL (e.g. consent and transparency requirements). 
In case of any discrepancies or doubts as to how certain rules should be 
interpreted, the provisions of the PIPL should prevail in line with the 
general interpretation principle lex posterior derogat legi priori. 

One issue that is not regulated in the PIPL, but is regulated in detail in the PI 
Security Specification, is retention of biometric data. According to Article 
6.3, controllers are not, in principle, allowed to store the “original personal 
biometric information (such as specimen and images)”, subject to some 
limited exceptions, which include storage on “the terminal that collects 
such information”, until the identification and authentication functions 
are completed, and after that, original data must be deleted.

Another standard dedicated to facial recognition is the Information 
Security Technology — Requirements for Security of Face 
Recognition Data (Face Recognition Standard) adopted in April 2022 
(although only the 2021 consultation draft is publicly available).271 Unlike 
the PI Security Specification, this standard does not make an explicit 
difference between public and private data controllers. However, in its 
Article 3.5 (which is the Face Recognition Standard definition of “data 
controller”) it does refer specifically to the definition of “organisation” from 
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the PI Security Specification in order to determine the entities to which 
the Face Recognition Standard is applicable. For this reason, it seems that 
(much like the PI Security Specification) this standard is aimed at private 
companies’ processing activities and not the face recognition practices of 
state authorities.

The Face Recognition Standard regulates, amongst other matters: (i) the 
requirement for consent that data controllers must secure if they intend to 
use face recognition for identification and verification purposes; (ii) rules 
regarding sharing, transfer and disclosure of facial recognition data; (iii) 
requirements on the deletion of such data; and (ii) the transparency and 
security-related duties of data controllers. This standard explicitly prohibits 
“assessments or predictions of data subjects’ work performance, economic 
status, health status, preferences, or interests” (Article 5).

In addition to these standards, private companies that use facial recognition 
must also act in accordance with the document titled “Provisions of the 
Supreme People’s Court on Several Issues concerning the Application 
of Law in the Trial of Civil Cases involving the Processing of Personal 
Information Using Facial Recognition Technology”, which was issued 
by the Supreme People’s Court in July 2021 (Judicial Interpretation). 
Here, the court summarised case practice from the private sector and 
provided guidance on several matters from the civil law perspective, such as 
conditions for valid consent and procedural issues in tort-related cases (e.g. 
burden of proof, joint and several liabilities, conditions for injunctions and 
damages).272 

The Judicial Interpretation was issued before the PIPL came into force and 
is, therefore, based only on the interpretation of the Civil Code, and does 
not take into account PIPL provisions. Although Judicial Interpretation 
does not deal directly with the use of FRT by public authorities, they do 
have something to say about its use in public spaces. Namely, according to 
Judicial Interpretation, use of facial recognition technology is prohibited in 
public places like hotels, shopping malls, banks, airports, sports stadiums 
and entertainment venues (probably, inter alia, because for practical reasons 
it cannot be based on consent). This prohibition could be read to mean that 
any collection of facial recognition data in public spaces can be based only 
on applicable laws that would regulate such processing — which would be 
in line with provisions of the PIPL that was adopted one month later.
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National authority 

According to the PIPL, the Cyberspace Administration of China is an 
authority in charge of the overall implementation of the law, with the 
mandate to issue standards and guidance on several matters, including face 
recognition and artificial intelligence. However, according to information 
available for this book, there is no guidance when it comes to the collection 
and processing of biometric data by the state for private purposes, or the use 
of surveillance tools in public spaces.

CASE LAW

So far, there have been a couple of judgements dealing specifically with the 
use of facial recognition technology by private entities, but no judgements 
in cases that would involve state authorities.

The first of this kind was a case involving a law professor who sued 
Hangzhou Safari Park.273 The plaintiff bought an annual pass for the park 
in 2019. At the time, fingerprints were used as a park entry verification 
method (interestingly, the fact that fingerprints are also biometric data 
was not problematised by the plaintiff), which the plaintiff provided to 
the park along with his photo. Later in the same year, the park switched to 
facial recognition verification. When the plaintiff was asked to register for 
this type of verification, he refused and sued for breach of contract.274 The 
first instance court made a decision in 2020 in favour of the plaintiff on the 
grounds that the plaintiff did not (and did not have to) consent to use of 
facial recognition. In line with this reasoning, the court ordered the park to 
delete the plaintiff’s photo, but did not rule that deletion of the plaintiff’s 
other data was mandatory for the park.275 The plaintiff appealed, also in the 
hope that the court would issue a more general decision, including guidance 
applicable to similar cases of facial recognition use, and not just on the 
merits of this specific case.276 

The second instance decision was issued in April 2022, and was again only 
a partial success for the plaintiff. Here, the court upheld the first instance 
decision, but also ruled on the deletion of fingerprint data — because they 
were no longer necessary for any purpose (while their initial collection 
was justified, as it was based on the plaintiff’s consent).277 The court did 
not, however, have anything to say on whether the park was generally 
allowed to keep biometric data of all its other customers, or if the park’s 
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“rules of fingerprint and face recognition as the only way to enter the park 
were invalid”.278 We can only wonder if any of these judgements would be 
different after the PIPL came into force.

A similar decision was made in a case involving an apartment complex 
which used FRT as the only means of entry verification. One of the 
residents sued, and the court “ordered the property management company 
to delete the facial recognition data, provide alternative access methods 
and pay compensation”.279 Such a decision was based, inter alia, on the 
rules and guidelines outlined by the Supreme People’s Court in the 
Judicial Interpretation, which specifically address this scenario.280 Namely, 
the Judicial Interpretation makes it particularly clear that a property 
management business cannot insist that face recognition be used as the 
exclusive method of identification for property owners entering or leaving 
their residences.281 

In recent years across many African countries, there have been numerous 
initiatives and projects, such as those related to smart cities оr reforms 
of national ID systems, which involve extensive use of technologies that 
process biometric data.282 There are some speculations about Chinese 
influence when it comes to the technology used, as the governments of 
southern African countries opted to cooperate with Chinese companies 
when procuring facial recognition technology.283 In terms of laws and 
regulations, African countries seem inclined to follow the EU legal tradition, 
by foregrounding the sensitivity of biometric data and the need to regulate 
its use.284 



EUROPEAN UNION



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

103

LEG
A

L EU
R

O
PEA

N
 U

N
IO

N

EUROPEAN UNION
CONTEXT

Private and public actors in the European Union are 
increasingly deploying “smart surveillance” solutions, 
including Remote Biometric Identification (RBI) 
technologies,285 which have been linked to mass 
surveillance practices.286 While the current deployments 
of RBI technologies within the EU are still primarily 
experimental and localised, there is a worrying progress 
in two areas: first, the current creation and upgrading 
of biometric databases used in civil and criminal 
registries, which underpin both live and retrospective 
systems; second, the repeated piloting of live systems 
connected to remote facial and biometric information 
search and recognition algorithms.

Biometrics have been a crucial element in the border 
management policies of the EU since they are 
implemented in visas, passports and identity cards. 
Today, eu-LISA, the agency responsible for the EU’s 
border and migration systems, manages information 
systems containing more than 53 million pieces of 
biometric data.287 These systems are the VIS, the SIS I 
and II, Eurodac, the ECRIS, the ETIAS and the EES288. 
Eu-LISA also operates the Automated Fingerprint 
Identification System (AFIS), which is expected to 
include facial recognition in the future.289

The European Commission has proposed updating 
the Regulation on automated data exchange for 
police cooperation — the proposal known as “Prüm 
II” — aiming to enhance the data-sharing network 
among Member States. The proposed expansion 
covers the inclusion of facial images and, optionally, 
“police records”. However, concerns have been raised 
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regarding potential state overreach and mass surveillance, as it may treat a 
significant portion of the population as potential criminals and pose risks 
to privacy and data protection.290 The proposal also employs the principle 
of free movement of people to justify heightened policing and surveillance 
measures.

The legal rules for conducting biometric surveillance in public areas 
are outlined in the European Union’s secondary legislation on data 
protection, including the General Data Protection Regulation (GDPR) 
and the Data Protection Law Enforcement Directive (LED). When using 
biometric data, these regulations require careful consideration of how to 
protect fundamental rights. The GDPR and LED have been important 
in setting generally high standards for the protection of personal data in 
the EU. But they have not always gone far enough. Scholars and activists 
have argued that the GDPR and the LED are not written precisely enough, 
leading to potential loopholes, and contain “state friendly exceptions and 
rules and little or no substantive hurdles to address concrete surveillance 
technologies”.291 

The draft Regulation laying down harmonised rules on Artificial Intelligence 
(the Artificial Intelligence Act), which was proposed in 2021, is expected to 
have a significant impact on the use of biometric identification systems once 
it is passed.292 One of the most controversial parts of the proposal is whether 
it should enforce a complete prohibition on utilising facial recognition (or 
other forms of remote biometric identification) in public spaces, and if so, 
which parties should be subject to it: law enforcement agencies only, or all 
actors, including public agencies and private entities?

In October 2022, the European Parliament passed a non-binding resolution 
calling for a moratorium (time-limited ban) on police use of facial recognition 
technology in public places, predictive policing, biometric mass surveillance 
practices, and a ban on the use of private facial recognition databases.293 In 
this context, many international organisations and institutions are calling 
for bans on various biometric surveillance practices, particularly on facial 
recognition in publicly accessible places. They include the United Nations,294 
the European Parliament,295 the European Data Protection Board (EDPB) 
and the European Data Protection Supervisor (EDPS),296 as well as more 
than 170 non-governmental organisations (NGOs).297

The most notable civil society initiative in Europe urging a ban on the use of 
biometric systems which amount to mass surveillance has been the “Reclaim 
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Your Face” campaign.298 More than 260,000 individuals have supported 
the campaign led by a large coalition of civil society organisations, which is 
considered to have influenced developments in the process of adopting the 
EU AI Act.

Regarding EU Member States’ attitudes towards biometric technologies, we 
see different approaches. Italy has led the way by becoming the first country 
in Europe to introduce a moratorium on public facial recognition.299 
Meanwhile, the German coalition government has called for a ban on these 
practices across the entire EU.300 In Portugal, a proposed law would have 
legalised some biometric mass surveillance practices — but has since been 
dropped.301 

On the other hand, French legislators have been intensively discussing the 
implementation of a legal framework that would enable the deployment 
of two different facial recognition technologies purportedly to increase 
the safety of major public events, with a particular focus on the Paris 2024 
Olympic and Paralympic Games. After a strong pushback from the public, 
especially from European civil society groups, the French Government 
eventually rejected using facial recognition during the Paris Games.302

However, the French Parliament has recently approved an Olympic and 
Paralympic Games law which would allow the automated monitoring of 
public spaces for “suspicious behaviour”. Live video footage captured by 
drones and thousands of CCTV cameras will be analysed, purportedly to 
identify abandoned bags and monitor crowd behaviour, and also to report 
any “abnormal” behaviour. 

The exact meaning of “abnormalities” remains undefined in the text and 
is subject to future government decrees. When asked by Members of 
Parliament to provide other examples, the government was evasive in its 
response. The Greens/EFA group in the European Parliament calls this 
“the first introduction of the biometric mass surveillance of public spaces in 
Europe”.303 The move was also condemned by 41 Members of the European 
Parliament, representing five of the seven pan-European political groups.304 
And in a further blow, the German coalition government failed to keep its 
coalition commitment to ban biometric mass surveillance when faced with 
the opposition of other EU Member States.305
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LAW

In 1950, the European Convention on Human Rights (ECHR) was 
signed by all 47 Member States of the Council of Europe, including the 
UK, to establish clear obligations for states to protect and respect human 
rights and to create a mechanism for enforcing these rights by overseeing 
their implementation. The European Court of Human Rights (ECtHR) is 
responsible for interpreting the ECHR. The EU Charter of Fundamental 
Rights (Charter) provides equivalent protection to the ECHR at the level 
of the European Union in terms of the meaning and extent of the rights it 
safeguards. It is interpreted by the Court of Justice of the EU (CJEU).

Article 7 of the EU Charter and Article 8 of the ECHR guarantee each 
individual the right to respect for his or her private and family life, home 
and communications. The Charter enshrines an individual right to the 
protection of personal data in Article 8.

The legal framework covering biometric technologies can be found in the 
EU secondary legislation that regulates data protection. The principles 
of personal data protection are clarified in the General Data Protection 
Regulation (GDPR),306 which is applicable in all situations where personal 
data is being processed, with the exception of cases involving law enforcement 
activities, when the Data Protection Law Enforcement Directive (LED)307 
applies instead. As a Regulation, the GDPR is directly applicable in all EU 
Member States, whereas the LED has to be transposed into law in each 
Member State.

In April 2021, the European Commission — the institution responsible 
for proposing new EU laws — published its proposal for the Artificial 
Intelligence Act (EU AI Act) to create a harmonised legal framework 
regarding the use of AI-based systems across the bloc.308 The initial proposal 
includes restrictions on the use of remote biometric identification (RBI) 
systems for law enforcement purposes.

GDPR and LED

Both the GDPR and the LED define biometric data the same way: “personal 
data resulting from specific technical processing relating to the physical, 
physiological or behavioural characteristics of a natural person, which allow 
or confirm the unique identification of that natural person, such as facial 
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images or dactyloscopic data.”309 We can distinguish two categories 
of information recognised as biometric data: 

 » “physical/physiological characteristics” focused on bodily 
characteristics such as fingerprint image analysis, iris 
recognition, face recognition, ear shape recognition, and 
so forth; and 

 » “behavioural characteristics” like hand-written signature 
verification, keystroke analysis, or gait (walking style) 
analysis.310 

The GDPR and the LED also include biometric data when 
processed for the purpose of uniquely identifying a person in the 
special category of personal data,311 also known as “sensitive data” 
— which are granted a higher level of protection. It is important 
to note that biometric data are in that category on the basis of 
their inherent sensitivity, without having to reveal other sensitive 
information regarding a person (such as health data, racial origin or 
sexual orientation) in order to be considered sensitive. 

However, there is a particular difference between the approach 
of the GDPR and the LED to the processing of those special 
categories. The GDPR prohibits this processing (Article 9) but 
sets ten exceptions to the rule, including the explicit consent of 
the data subject, processing necessary to protect the data subject’s 
vital interests, and processing necessary for establishing, exercising 
or defending legal claims. It also allows Member States to introduce 
additional conditions regarding the processing of biometric data in 
their national legislation, in particular to allow for imposing stricter 
rules on their use (Article 9(4)).

The LED, in contrast, allows the processing of special categories 
“where strictly necessary” (Article 10), with the appropriate 
safeguards, and only for three purposes: where authorised by Union 
or Member State law; to protect the vital interests of a person; or 
where such processing relates to data which are manifestly made 
public by the data subject. As such, the LED differs from the GDPR 
in that it does not start with the presumption of a prohibition.
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Automated decision-making and profiling, meaning the use of personal 
data by automated systems to make a decision or an inference, are common 
practices in the EU alongside the processing of biometric data. For example, 
data protection authorities in France, Sweden and Bulgaria have banned 
the use of automated facial recognition systems in schools for attendance 
checks and access permission on school grounds.312 The GDPR and LED 
define profiling as automated processing to evaluate an individual’s personal 
aspects. 

Regarding automated decision-making, the LED prohibits it unless 
authorised by EU or Member State law (Article 11), which has to provide 
safeguards for the rights and freedoms of the data subject — with a particular 
emphasis on the right to obtain human intervention. Article 11(3) of the 
LED provides an unconditional prohibition against conducting profiling 
that has a discriminatory effect on individuals based on their sensitive data 
(including biometric data) under EU law. 

The GDPR gives data subjects “the right not to be subject to a decision 
based solely on automated processing”, including profiling (Article 22(1)). 
This means that partially automated decisions are not covered by this right, 
which is often referred to as the “human-in-the-loop” principle. However, 
there are also three exceptions where this right shall not apply, including 
entering into a contract, on the basis of law, or with consent. 

At the same time, Article 22(4) prohibits automatic decision-making based 
on special categories of personal data (such as data about gender or ethnicity, 
or biometric data) on the basis of those exceptions, unless the data subject 
gives explicit consent or processing is necessary for reasons of substantial 
public interest. As such, the GDPR does not prohibit automated decision-
making and profiling, but rather sets conditions for its use, particularly with 
regard to sensitive category data. The Regulation also insists on transparency 
regarding automatic personal data processing: the data subject needs to be 
informed about the logic and consequences of such processing.

Additional checks are necessary for “systematic monitoring”: the GDPR 
requires a data protection impact assessment (DPIA) in the case of 
“systematic monitoring of publicly accessible areas on a large scale” (Article 
35(3)(c)), and establishes an obligation to designate a data protection officer 
if the processing “by its nature entails regular and systematic monitoring 
of data subjects on a large scale”. This is of key relevance to the question 
of biometric surveillance because this definition includes the use of 
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biometric technologies, such as facial recognition, when monitoring and 
tracking individuals in public spaces. DPIAs are also required in the case of 
automated profiling (Article 35(3)(a)) and when processing special category 
data (Article 35(3)(b)).

The GDPR and LED also established Data Protection Authorities (DPAs), 
independent public authorities that supervise the application of these laws. 
DPAs have investigative and corrective powers, provide expert advice on 
data protection matters, and handle complaints related to violations of the 
GDPR and relevant national laws, including those within the scope of the 
LED. 

EU AI Act

The proposal for the EU AI Act sets different rules based on three categories 
of risks that AI systems may create: 1) an unacceptable risk — the use of 
an AI system is prohibited; 2) a high risk — such an AI system is subject 
to additional obligations and assessments; 3) low or minimal risk — 
no additional restrictions, with the exception for limited transparency 
requirements in limited cases. The impact assessment shows that the 
majority of systems on the market would fall into the third category.

The Act defines a remote biometric identification (RBI) system in Article 
3(36) as “an AI system for the purpose of identifying natural persons at 
a distance through the comparison of a person’s biometric data with 
the biometric data contained in a reference database, and without prior 
knowledge of the user of the AI system whether the person will be present 
and can be identified”. It also draws a distinction between “real-time” and 
“post” remote biometric identification systems: only the use of real-time 
systems in publicly accessible spaces for the purpose of law enforcement is 
put on the list of prohibited AI practices in the European Commission’s 
draft proposal.

It is important to note that this already narrow proposed RBI prohibition 
also has three exceptions:

 » targeted search for specific potential victims of crime, including 
missing children;

 » prevention of a specific, substantial, and imminent threat to the 
life or physical safety of natural persons or a terrorist attack; or
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 » if related to any criminal offence for which a European Arrest 
Warrant can be issued, in case it is punishable by a custodial 
sentence or a detention order “for a maximum period of at least 
three years” (meaning that the upper threshold for the sentence is 
from three years to life, a criteria which is designed to ensure only 
relatively serious crimes are included).

The European Data Protection Supervisor (EDPS), the European Data 
Protection Board (EDPB) and many civil society groups have criticised 
these exceptions for being too broad, with European Digital Rights (EDRi) 
calling them a “‘blueprint’ for how to conduct biometric mass surveillance 
practices” rather than a meaningful ban.313

Under Article 5, when using “real-time” remote biometric identification 
systems for any of the three exceptions, the Act insists that “the nature of 
the situation giving rise to the possible use” and “the consequences of the 
use of the system for the rights and freedoms of all persons concerned” must 
be taken into account. Each use within the exceptions needs to be a subject 
of a prior authorisation granted by a judicial authority or by an independent 
administrative authority of the Member State where the use is to take place 
— except in a “duly justified situation of urgency”. The Act allows Member 
States to lay down detailed rules for using these systems in their national 
laws.

The use of “post” (retrospective) remote biometric identification systems 
for law enforcement purposes is listed as a high-risk AI system (Annex 
III), which means that its developers have a set of special obligations 
listed in Chapter 3 of the Act. These include human oversight, “sufficient 
transparency”, quality management systems, and undergoing a conformity 
assessment. Regarding the latter, while other high-risk AI systems need to 
go through internal control checks, post RBI systems must be subjected to 
third-party conformity assessment.

In their opinions on the proposal, the EDPB and the EDPS, the EU’s top 
data protection authorities, alongside numerous civil society organisations, 
voiced their concerns regarding how the proposed AI Act regulates 
biometric identification in publicly accessible spaces. In their joint opinion, 
the EDPB and EDPS called for “a general ban on any use of AI for 
automated recognition of human features in publicly accessible spaces, such 
as recognition of faces, gait, fingerprints, DNA, voice, keystrokes and other 
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biometric or behavioural signals, in any context”, which is significantly 
more restrictive than the draft AI Act’s approach.314

In December 2022, the Council of the EU agreed on its general approach 
(the position of the Council for future negotiations with the Parliament), 
declaring an even more permissive incline to RBI than the initial draft. 
The text of its approach further clarified the objectives where it would 
be considered that such use is strictly necessary for law enforcement 
purposes.315 However, In May 2023, the Internal Markets and Civil Liberties 
committees of the European Parliament, the two working groups in charge 
of the Parliament’s position, voted in favour of banning AI systems used 
for biometric surveillance, emotion recognition, and predictive policing.316 
MEPs made significant amendments to the list of banned uses of AI systems, 
which according to their provisional position includes:

 » “real-time” remote biometric identification systems in publicly 
accessible spaces;

 » “post” (retrospective) remote biometric identification systems, 
with the only exception of law enforcement for the prosecution 
of serious crimes and only after judicial authorisation;

 » biometric categorisation systems using sensitive characteristics 
(e.g. gender, race, ethnicity, citizenship status, religion, political 
orientation);

 » predictive policing systems (based on profiling, location, or past 
criminal behaviour);

 » emotion recognition systems in law enforcement, border 
management, workplace, and educational institutions; and

 » indiscriminate scraping of biometric data from social media or 
CCTV footage to create facial recognition databases. 

Another notable point is that the Parliament’s draft text includes a new 
definition for biometrics-based data: “Biometrics-based data are additional 
data resulting from specific technical processing relating to physical, 
physiological or behavioural signals of a natural person, such as facial 
expressions, movements, pulse frequency, voice, key strikes or gait, which 
may or may not allow or confirm the unique identification of a natural 
person.”
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This definition aims to ensure that even where the threshold of unique 
identification may not be met, the data will still be afforded the same 
protections as uniquely-identifying biometric data. This includes, for 
example, the processing of information about hair colour, which typically 
has not been considered uniquely-identifying biometric data, or emotion 
recognition, which some suppliers have tried to argue does not constitute 
personal data. However, distinction is increasingly blurred as technological 
advances allow an increasingly wide variety of data to be used for the purpose 
of uniquely identifying a person.

In June 2023, the European Parliament plenary voted in favour of these 
protections in their official stance on the Artificial Intelligence Act.317 
Following the vote, trilogue negotiations between the European Parliament, 
Commission and Member States commenced in order to finalise the text. 
The negotiations are anticipated to be completed by the end of the year, 
with the goal of passing the law before the European Parliament elections 
in June 2024.

Civil society has called this vote “a massive win for our fundamental 
rights” from the perspective of banning biometric mass surveillance, while 
pointing out that the proposal is still not adequately safeguarding the rights 
of migrants from discriminatory surveillance practices — since there are 
no measures addressing AI-enabled illegal pushbacks and discriminatory 
profiling at the EU border — and contains other residual issues too.318 

CASE LAW

The obligations from the European Convention on Human Rights 
(ECHR) are enforced by national judges in all states, parties under the 
supervision of the European Court of Human Rights (ECtHR) as a last 
resort. The rulings of ECtHR are binding without the possibility of appeal. 
The ECtHR has asserted that it “determines issues on public-policy grounds 
in the common interest, thereby [...] extending human rights jurisprudence 
throughout the community of [European] Convention States”.319

The jurisdiction of the Court of Justice of the European Union (CJEU) is 
limited to acts implementing EU law. Despite this, the CJEU considers both 
the Charter and the European Convention on Human Rights (ECHR) in 
its decisions, since the Charter offers the same level of protection for rights 
that are included in both legal instruments.
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Based on the case law of both the ECtHR and the CJEU, as this section 
will explore, the automated analysis of biometric data amounts to an 
interference with the fundamental right to privacy and personal data 
protection. Such an interference therefore has to meet specific fundamental 
rights requirements in order to be lawful. According to Article 51 of the 
Charter, any interference with a fundamental right must be necessary, 
proportionate and duly safeguarded. It cannot infringe upon what is often 
referred to as the essential core of the right.320

While the decisions of national Data Protection Authorities (DPAs) do 
not hold the same legal weight as judgments made by courts, they can still 
significantly impact how the GDPR and LED are interpreted and enforced. 
When a DPA makes a decision on a particular case, it provides guidance on 
how the law should be interpreted in similar cases in the future. DPAs also 
have the power to impose fines of up to 4% of a company’s global turnover.

ECtHR and CJEU

In the landmark case of S. and Marper v. the United Kingdom (2008) 
the European Court of Human Rights ruled that the generalised and 
indiscriminate collection and retention of biometric data (DNA samples) 
from individuals who have not been convicted of a crime violates their 
right to privacy under Article 8 of the European Convention on Human 
Rights.321 The case required the UK government to revise its policy on the 
retention of DNA samples, and the ruling is applicable to all states parties 
to the ECHR. In this ruling, the ECtHR also explained that such data have 
the potential to reveal sensitive personal data, like ethnic origin, which can 
make people vulnerable to stigmatisation and discrimination.

The ECtHR reiterated this stance in the case of Gaughran v. The United 
Kingdom (2020) and also pointed out for the first time that the taking and 
retention of custody photographs amounts to an interference with Article 
8.322 This development can be connected to technological advancements, 
which allowed the application of extensive facial mapping and recognition 
to such photographs.

In Uzun v. Germany (2010) the ECtHR stated that visual or audio 
surveillance is more intrusive to a person’s right to respect for private life 
than location data because “they disclose more information on a person’s 
conduct, opinions or feelings”.323
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The Court of Justice of the European Union (CJEU) concluded in La 
Quadrature du Net and others (C-511/18, C-512/18 and C-520/18) 
(2020) that the automated analysis of traffic and location data was contrary 
to the right to protection of personal data, granted by Article 8 of the EU 
Charter.324 The concept of “strict” proportionality was to be applied for 
such processing, allowed only if interference was necessary to respond to 
a severe threat to national security. The CJEU also emphasised that any 
decision to impose an order for retention of such data must be subject to 
effective review by either the Court or an independent administrative body 
with binding authority.

It also recognised that requiring electronic communication service providers 
to retain traffic data through national legislation not only violated privacy 
and personal data protection but also clashed with the freedom of expression 
principle in Article 11 of the EU Charter. Consequently, the CJEU 
concluded that the automated analysis of traffic and location data would 
likely discourage individuals from exercising their freedom of expression: 
“Such deterrence may affect, in particular, persons whose communications 
are subject, according to national rules, to the obligation of professional 
secrecy and whistleblowers whose actions are protected by Directive (EU) 
2019/1937.”

Likewise, the deployment and use of biometric surveillance in public spaces 
have similar, if not more severe consequences. It eliminates anonymity, 
restricts freedom of expression, and deters individuals from participating in 
public activities.325 Journalists, activists and political opponents may engage 
in self-censorship due to the fear of being constantly monitored. 

Data protection authorities

The first GDPR fine ever issued by the Swedish DPA, the 
Integritetsskyddsmyndigheten (IMY), was for a sum of approximately 
20,000 euros levied against a school for using facial recognition technology 
to monitor students’ attendance. The IMY concluded that the school 
processed sensitive biometric data without a valid legal basis, in violation 
of the GDPR: they based the processing on consent, which was invalid 
since there is a clear imbalance between the students as data subjects, and 
the school as the controller. The school also would have needed to produce 
an adequate DPIA for the processing, which it did not do.326 French, Polish 
and UK DPAs have also ruled against the processing of student’s biometric 
data for similar reasons, with the French CNIL’s decision being upheld in 
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a subsequent court case brought by civil society group La Quadrature du 
Net.327

In a second example, and as briefly discussed in the preceding section, the 
IMY found that the Swedish Police unlawfully used the facial recognition 
app Clearview AI — the first time that a DPA targeted the end-user (the 
police) rather than the provider. The IMY concluded that the police failed 
to implement sufficient organisational measures, did not conduct a DPIA, 
and let unauthorised employees use the application. The police were fined 
SEK 2,500,000 (approximately EUR 250,000) for this breach of the LED.328 

In a third example, the Italian DPA — the Garante Privacy — rejected 
the Italian government’s attempt to introduce live facial recognition (a 
system known as “SARI”), explaining that this would amount to “mass 
surveillance”.329 However, the Garante Privacy permitted a version of the 
system to be used retrospectively, which was criticised by several civil society 
groups for drawing an arbitrary technical distinction between practices 
that are equally harmful. These examples represent only a handful among 
numerous DPA cases across the EU that relate to facial recognition or other 
forms of biometric processing.330

When considering the case law of the ECtHR and CJEU, as well as the 
decisions of data protection authorities, it is evident that the EU takes a 
generally restrictive approach to the processing of biometric data, driven by 
the aim of safeguarding particular fundamental rights to data protection, 
privacy and associated rights of non-discrimination.



INDIA
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INDIA
CONTEXT

The use of facial recognition systems is very common 
in India, including for law enforcement purposes.331 
The Internet Freedom Foundation (IFF) runs Project 
Panoptic, which tracks and maps out various facial 
recognition projects in the country.332 At the time 
of writing, the project counted 126 systems installed 
across the whole of India. However, not all areas in the 
country are equally subjected to these biometric mass 
surveillance systems. 

The southern Indian state of Telangana seems to be the 
leading state when it comes to public deployments of 
facial recognition. The capital, Hyderabad, is sometimes 
called the “most surveilled city in the world”, where it is 
estimated that the state has more than 600,000 cameras 
installed,333 as well as a “command and control centre”.334 
The Associated Press has accessed the centre and reports 
it as a tall tower in which police officers have access 
to “24-hour, real-time CCTV and cell phone tower 
data that geolocates reported crimes” and uses facial 
recognition to search for potential criminals in a vicinity 
of a crime scene. In addition, the officers have access 
via phones to an app named TSCOP that has mobile 
facial recognition scanning capabilities.335 According to 
reports, this app is used to take photographs and match 
them with a police database,336 which was used during 
the COVID-19 pandemic in order to fine people not 
wearing face masks, or more generally to issue traffic 
fines.337 During the lockdown, one activist was required 
by the police to remove his mask so they could take his 
picture, with no further explanations; he took this case to 
court in 2022 with the support of the Internet Freedom 
Foundation, but the judgement is still pending.338 The 
Hyderabad police have also been reported to use facial 
recognition for a number of other purposes, including 
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cordon and search operations, drug profiling or illegal phone searches,339 
and detaining people who roam around the streets late at night.340 

In 2020 and 2021 there were reports that the government was planning 
to roll out a “Smart Governance Programme”, known as Samagram. It is 
supposed to combine several datasets in order to provide the government 
with a comprehensive “360 degree view” of every resident (such as, for 
example, when they change jobs or get married).341 However, there is no 
official information on the programme and its current status, including the 
role of biometric information in it. In 2020, the Telangana state government 
tested the use of facial recognition software for local elections in 10 polling 
stations in order to identify the voters.342

Another Indian city that has earned a place on the “most surveilled list” 
is Delhi.343 The Delhi police have publicised the role of facial recognition 
technologies in making arrests. At the time of the purported riots in 2020, 
while then-US President Donald Trump was visiting India, arrests of alleged 
rioters drew special attention. This was at least in part because the arrested 
people were mostly Muslim, which raised suspicion of the arrests being 
politically-motivated. The police denied these allegations. The Delhi police 
commissioner announced that during the riots, the police had recovered 
and analysed a total of 945 video recordings, 231 people were arrested on 
the basis of such CCTV or video footage, and 137 of those people were 
identified through the use of FRT, while in his words “many rioters were 
identified on the basis of the clothes they were wearing.”344 According to 
research from the Internet Freedom Foundation, the Delhi Police treat all 
matches above 80% similarity as positive results.345 

The use of facial recognition in protests has also been reported in the 
northern state of Uttar Pradesh, and according to the statement from state 
police, they are using the technology only to identify targeted people, and 
do not have or store any protesters’ data.346 Based on similar claims in the 
EU context, which as mentioned earlier in this book were debunked by the 
Italian data protection authority, we should be very wary of such claims 
that these systems are targeted. The very use of such a system at a protest is 
in itself likely to amount to biometric mass surveillance, and in particular 
creates a high risk of a “chilling effect” on people’s legitimate rights and 
freedoms to protest.

The use of facial recognition at airports is also present as part of a national 
pilot which is currently run on a voluntary basis. According to official 
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statements, the passenger’s ID and travel credentials are stored in a wallet on 
the passenger’s smartphone itself, and there is no central data storage, while 
blockchain technology is used to secure the data, which will be deleted 
within 24 hours of use.347 However, this pilot has raised concerns because 
without a “data protection regime and robust surveillance reform”, there 
are no sufficient guarantees that the data collected and processed for this 
purpose are not misused.348

On the national level, the National Crime Records Bureau (NRCB) 
initiated a procedure for the creation of a National Automated Facial 
Recognition System (AFRS) in 2020.349 At the time of writing, this project 
is still not completed, but according to a request for proposal issued by the 
NRCB, this database is purported to be used to “swiftly identify criminals 
by gathering existing data from various other databases”.350

When it comes to the private sector, the Indian government recently took 
steps to allow banks to use facial recognition as well as iris identification for 
certain banking transactions.351

Information on the Indian national ID scheme, Aadhaar, can be found 
below in the case law section of the book.

LAW 

Until 2023, India did not have a comprehensive personal data protection 
framework or a data protection authority.352 

In 2019, a draft Personal Data Protection Bill was issued and, after three 
years of public discussion and debate, withdrawn in 2022 (receiving 81 
amendments and 12 recommendations, which made it clear that there was 
far from public consensus on this text of the law).353 A new version of the 
law was proposed in November 2022.354 Finally, the new law, titled the 
Digital Personal Data Protection Act (DPDPA), was passed in early August 
2023,355 and to a large extent reflects the 2022 draft.356 

Although four years passed since the initial text of the DPDPA was prepared 
in 2019, the acceptance of the final version was described by human rights 
organisation Access Now as “hasty”, while the organisation’s representative 
stated that “the fact that the government rushed the legislation through 
parliament in barely a week, amidst walkouts, calls for further consultation, 
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and requests to address surveillance reform is a disservice to the people of 
India and our democracy”.357

The DPDPA does not set a date for when it will come into force. The 
Central Government has ten months to determine the exact dates when the 
bill’s various provisions will become effective.358 The bill also empowers the 
Central Government to establish the Data Protection Board of India.

Until the DPDPA comes fully into force, relevant data protection rules are 
to be found in the Information Technology Act, 2000 (the IT Act)359 and 
the Information Technology (Reasonable Security Practices and Procedures 
and Sensitive Personal Data or Information) Rules, 2011 (the SPDI 
Rules).360 These two pieces of legislation constituted the core of the Indian 
data protection legal framework for a number of years, in expectation of 
the new and modern law, although their rules are limited in scope and do 
not address the use of personal data for law enforcement purposes. The IT 
Act primarily provides legal recognition for transactions carried out using 
electronic data interchange and other means of electronic communication, 
and regulates electronic filings of documents with government agencies. 
SPDI Rules are issued by the government under the IT Act as further 
clarification. 

The DPDPA received critiques for various reasons,361 including for a 
general lack of necessity and proportionality requirement for any restriction 
on the right to privacy — that could “set [it] up for failure in any legal 
challenge given its clear contradictions with the Indian Supreme Court’s 
Puttaswamy judgement in 2017”362 (for detail about this judgement please 
see the following section of the study). From the perspective of the topic 
of this study, the most significant concerns seem to come from the rules 
around exceptions that the bill provides for government practices, the weak 
supervisory authority regulated in the bill, and the lack of rules around any 
data that could be deemed sensitive, including biometrics.

Namely, the DPDPA does not differentiate between any types of personal 
data, nor does it grant any special protection to data that would be considered 
sensitive in common modern data protection laws. This is also a significant 
change when compared to logic behind the IT Act and SPDI Rules. The 
SPDI Rules set out a definition of biometrics as technologies that measure 
and analyse human body characteristics, such as “fingerprints”, “eye retinas 
and irises”, “voice patterns”, “facial patterns”, “hand measurements” and 
“DNA” for “authentication purposes”. Biometric information is defined as 
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a type of sensitive information, provided that such information is not freely 
available or accessible in the public domain (i.e. such public information 
would not be considered to be sensitive under the SPDI Rules). There are 
no rules regulating biometrics specifically within the SPDI Rules.

The SPDI Rules set out various requirements when it comes to processing 
sensitive information, such as: (i) a privacy policy must be provided with 
the minimum elements regulated in the SPDI Rules; (ii) collecting data 
must be done based on the written consent (including electronically) of 
the data subject and can be withdrawn at any time; (iii) sensitive data are 
not to be processed unless they are collected for a lawful purpose connected 
with a function or activity of the organisation that processes them and the 
collection is considered necessary for that purpose; (iv) an organisation 
holding sensitive data shall not retain that information for longer than is 
required for the purposes for which the information may lawfully be used 
or is otherwise required under any other law for the time being in force; 
(v) any incorrect data must be corrected or amended as feasible; and (vi) 
sensitive data may be exported outside India, shared with third parties or 
published only in line with the SPDI Rules.

From the text of the SPDI Rules, it seems evident that they were not 
well suited to regulate the usage of facial recognition technologies for 
law enforcement or any other government purposes. Having any type of 
consent as the legal basis for FRT use by law enforcement agencies is simply 
not realistic. Many jurisdictions have taken the GDPR, or more generally 
European, approach and have listed consent as a possible pre-condition or 
legal basis for data processing. However, not all of them have strict rules 
around the quality of such consent (e.g. that it has to be freely given and 
can be withdrawn at any time). One such law is the SDPI Rules, so it can 
be argued that consent within this legal regime can be implied, instead 
of expressly given. Nonetheless, it is hard to imagine a scenario in which 
Indian citizens would “consent” to the use of their biometric data for law 
enforcement-related purposes.

However, the DPDPA does not seem to rectify this problem in a satisfactory 
manner. The bill does have more elaborate rules around the legal basis for 
processing personal data than the SPDI Rules. It maintains that consent is 
the “primary”363 legal basis for personal data processing — at least when it 
comes to private data “fiduciaries” (a term for data controllers under the 
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bill). If consent is not to be used, an alternative legal ground is one of the 
limited “legitimate uses” that are defined in the DPDPA . 

These legitimate uses cover various public purposes, including processing 
“for the performance by the State or any of its instrumentalities of any 
function under any law for the time being in force in India or in the interest 
of sovereignty and integrity of India or security of the State”.364 This 
legitimate use is drafted in very general terms, and thus raises the risk of 
being used as a  “carte blanche” by public bodies for any processing, which 
is even more concerning due to the above-mentioned lack of proportionally 
and necessity principles in the DPDPA.

When it comes to the processing of biometrics by law enforcement 
authorities, even more concerning is the fact that the DPDPA provides for 
an exception from the bill’s application, according to which the Central 
Government may decide that none of the bill provisions applies to certain 
government bodies or agencies, if this is “in the interests of sovereignty and 
integrity of India, security of the State, friendly relations with foreign States, 
maintenance of public order or preventing incitement to any cognizable 
offence relating to any of these.”365 Again, this exception is not limited by 
any requirements of necessity or proportionality.

This means that, effectively, the government can exempt all uses of 
biometrics by law enforcement agencies for any of these purposes from any 
data protection mechanisms that the DPDPA regulates. The exception was 
called “near-absolute” by media associations,366 while the former Supreme 
Court judge stated that this rule is a “great concern” and that it “gives too 
much margin to the government and does little to protect individuals’ 
fundamental right of data privacy”.367 

These concerns are further raised due to a lack of effective enforcement 
mechanisms in the DPDPA. The Data Protection Board of India is not an 
independent entity but a government-appointed body with limited powers 
(to issue certain decisions in individual cases as an adjudication body). Its 
powers do not include the authority to issue any guidance or opinions in the 
context of DPDPA interpretation.368 

When it comes to Indian legislation relevant to the use of facial recognition 
tools for law enforcement purposes, the New Indian Criminal Procedure 
(Identification) Act (CPIA), 2022 should be mentioned. This law was 
adopted in April 2022, replacing the Identification of Prisoners Act, 1920 
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(PA), which was in force for over 100 years. The CPIA does not seem to 
regulate biometric identification explicitly.369 However, within the CPIA 
definition of police “measurements”, photographs are included, along 
with finger impressions, palm-print impressions, foot-print impressions, 
iris and retina scans, physical and biological samples and their analysis, 
and behavioural attributes, including signatures and handwriting. These 
measurements are very similar to the examples usually listed in relation 
to biometric processing. However, we can only speculate whether 
“photographs” are meant to include facial recognition, or in the CPIA 
terminology “face-impressions”. The PA defined “measurements” only 
as finger impressions and foot-print impressions. In addition to such 
measurements, the police could also take “photographs” of people under 
the conditions regulated in the PA. For some reason, the term “photograph” 
from the PA has not been updated in the CPIA to include wording which 
would indicate photographs can amount to the processing of biometric data 
derived from such photographs (also because the other “measurements” 
from the CPIA clearly point to biometric data). 

In response to freedom of information requests filed by the Internet 
Freedom Fund in 2020 and 2021, the Delhi Police replied that they are 
relying on the provisions of the PA as a legal basis for data processing when 
using facial recognition.370 Such a position adopted by the Delhi Police is 
legally problematic because, in the PA, taking photographs was limited to 
persons who have been convicted, are out on bail, or those charged with 
offences punishable with rigorous imprisonment of one year.371 Now that 
the PA has been replaced by the CPIA, this legal reasoning still has not 
changed — “measurements” under the CPIA can be taken only towards 
a limited scope of persons in the course of criminal investigation, and do 
not allow for indiscriminate mass surveillance of the whole population in 
public spaces.

CASE LAW 

The most significant case law regarding biometric systems in India was 
in relation to Aadhaar. According to the official website of the Unique 
Identification Authority of India (UIDAI),372 an Aadhaar number is a 
12-digit random number issued by the UIDAI to the residents of India who 
go through the verification process. Any resident of India may voluntarily 
enrol to obtain an Aadhaar number, and if they are willing to enrol, they 
have to provide “minimal” demographic and biometric information. This 
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minimal biometric information includes ten fingerprints, two iris scans, and 
a facial photograph. According to the same source, the Aadhaar identity 
platform is one of the key pillars of “Digital India”, wherein every resident 
of the country is provided with a unique identifier. 

In its more than ten-year history, Aadhaar went from being a national 
identification scheme, to the largest national identification database. In 
2017, it was described as “the most sophisticated ID programme in the 
world”373 — at the time it had 1.123 billion enrolled members, and by 
November 2022 there were 1.352 billion Aadhaar numbers generated.374 
Initially, it was used for government purposes, but private entities such as 
banks and mobile operators have subsequently started requiring Aadhaar 
authentication for access to their services.375 

In 2017, India’s Supreme Court issued a landmark judgement, declaring 
that privacy in India is a fundamental right, thus overturning two previous 
judgements that declared the opposite.376 At the time, it was argued that the 
judgement would have immediate implications for the government’s vast 
biometric identity scheme, Aadhaar. A ruling on the validity of the scheme 
(i.e. on the constitutionality of the “Aadhaar Act” that governs the scheme) 
was expected to be issued next year from a smaller bench of the Supreme 
Court, so the sentiment was that this 2017 judgement would lead the court 
toward the invalidation of the Aadhaar. Ultimately, that did not happen.

Aadhaar has been subject to several court rulings over the years. In 2013, 
the Supreme Court issued an interim order saying that the government 
cannot deny a service to a resident who does not possess Aadhaar.377 In 
2015, the same court ruled that the Aadhaar unique identity system will not 
be compulsory for Indian citizens to benefit from government services.378 
Lastly, in the 2018 judgement, the Supreme Court’s smaller bench of five 
judges upheld the constitutional validity of the Aadhaar scheme by a three-
judge majority (with one dissenting judge stating that the project “in its 
entirety is unconstitutional”).379 

The 2018 judgement does, however, impose some limitations on how 
the scheme can be used. Private businesses and individuals are no longer 
permitted to ask for an individual’s Aadhaar details, which means it cannot 
be a requirement for services such as opening a bank account, establishing a 
mobile phone connection or for school admissions. On the other hand, the 
government is allowed to make Aadhaar details mandatory for tax purposes 
and welfare payments.380 
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Most notably from the perspective of law enforcement uses, the judgement 
affected the so-called “national security exception”. The exception is 
regulated in Section 33(2) of the Aadhaar Act. Before the 2018 judgement, 
it allowed the disclosure of information, including identity information 
or authentication records, made in the interest of national security,381 i.e. 
it effectively allowed investigative agencies to access Aadhaar data without 
a court warrant.382 While the judgement did not question the need for the 
“national security exception” to exist, it did rule that determination of 
whether national security interests are present in a concrete case should be: 
(i) made by an officer higher than the rank of a Joint Secretary, which is an 
executive government position, and (ii) “associated with” a Judicial Officer 
(and preferably a sitting High Court Judge). The judgement struck down 
Section 33(2) of the Act in the present form, “with liberty to enact a suitable 
provision” on the lines suggested above, i.e. with court involvement.383 

However, in 2019 the amendments to the Aadhaar Act were adopted and 
only requirement from point (i) above was enacted, requiring the “national 
security” situation to be determined by someone at the position of a 
Secretary (which is higher in government hierarchy than Joint Secretary), 
completely omitting court involvement. Therefore, it can be assumed that 
the “improved” Section 33(2) of the Aadhaar Act would likely again be 
declared unconstitutional on the grounds of lack of requirement from the 
said point (ii). 

According to a press release from 2022, UIDAI has developed a face 
authentication system and mobile app AadhaarFaceRd, to enable Aadhaar 
Authentication User Agencies (AUA) to capture the face of a person to 
carry out user authentication,384 a term which usually relates to confirming a 
person’s identity in order to gain access to a service. On the UIDAI website 
there is a video instruction on how to use the app for these authentication 
purposes.385



KENYA
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KENYA
CONTEXT

According to a 2021 report prepared by the Institute 
of Development Studies, Kenya has a long history of 
government surveillance activities that were spurred 
in recent years, in part, by a push for anti-terrorism, 
anti-money laundering, and public health measures.386 
This desire for increased public surveillance by the 
government seems to be gaining momentum,387 
accompanied by state plans to step up the processing of 
biometric data, including via the use of FRT. 

In 2019, legislation was introduced to regulate the 
National Integrated Identity Management System 
(NIIMS), which resembled the ABIS project in 
South Africa and the Aadhaar system in India. Once 
established, the NIIMS would have been a “single 
source of personal information of all Kenyans, as well 
as foreigners resident in Kenya”.388 Each person in the 
system should have received a personal identification 
number called “Huduma Namba”. Prior to accessing 
government and private services, the number would have 
been necessary for identification, along with biometric 
templates such as fingerprints as well as pictures of the 
face, earlobes and iris.389

However, in 2023 this project was abandoned by the 
new Kenyan government and president elected in 2022. 
In January 2023, President William Ruto announced 
a plan to have a new digital identification scheme 
within 12 months, stating that it is not the work of the 
government to issue IDs but to identify Kenyans.390 
In May 2023, government officials stated that the new 
implementation deadline is March 2024, and the main 
purpose of the identification scheme is “to facilitate 
optimum consumption of government services”.391 
Plans to include biometric identification features in the 
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scheme were expressed by officials in the ID4Africa Augmented meeting 
held in May 2023. According to these plans, the government will upgrade 
the currently existing automated fingerprint identification system (called 
“AFIS”) to include iris and facial recognition, which would result in the 
creation of an “automated biometric identification system”.392 Furthermore, 
the idea for this eID scheme is to enable machine-readable chip and QR 
code features to have the possibility of a web-based ID authentication, while 
the whole scheme would be linked to a new national ID number called the 
Unique Personal Identifier, or “UPI”.393 “Security threats”394 and “identity 
theft” risks are also claimed to be behind these new plans, which should 
be achieved by “consolidating and digitising existing databases” that are 
in government control.395 Therefore, there are some grounds on which to 
claim that there are “function creep” risks associated with this whole project, 
as the government can proclaim new purposes for such a comprehensive 
identification system throughout its implementation, or even at a later phase 
once all the data has been gathered and the databases linked. These concerns 
are also based on the fact that President Ruto was “vigorously opposing 
the Huduma Namba” pre-election,396 but now that the new identification 
scheme is being designed, there is no public explanation as to how it will be 
distinct from the NIIMS.

The year before, in 2018, it was announced that the Kenyan police force 
had launched FRT on the urban CCTV network, as part of the Critical 
Incident Management Suite (CIMS) monitored by the Directorate of 
Criminal Investigations.397 This FRT deployment involved the installation 
of thousands of cameras along major roads and highways,398 focused on 
Nairobi and Mombasa streets and airports.399

In addition to these alleged security and crime-reducing motives, there are 
also initiatives aimed at fraud prevention. According to publicly-available 
information, in a dispute about the necessity of installing equipment to 
biometrically register and verify patients and submit e-claims for payments, 
850 hospitals sued Kenya’s National Hospital Insurance Fund (NHIF) in 
2021.400 The NHIF claimed that the mass biometric registration aims to 
tackle fraud and to speed up the payment of medical claims. If this project is 
implemented, hospitals would be expected to verify patients’ identities with 
a fingerprint recognition scan, instead of requiring patients to present an ID 
or membership card.401 There is no available information on the outcome 
of this dispute.
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A significant national case involving FRT in the private sector involves the 
telecommunications company Safaricom, which required their customers to 
re-register by using this technology. The reason was that the Communication 
Authority of Kenya (CA) demanded mobile services operators to register 
their customers afresh, as a measure to drive out criminals.402 Safaricom 
thought that this meant they could use facial recognition registration as a 
security measure. However, the international human rights organisation 
Access Now reacted with a public letter in which it stressed that this 
Safaricom data collection was in violation of the Kenyan Data Protection 
Act, and called for data deletion.403

LAW

Article 31 of the Bill of Rights enshrined in the Kenyan Constitution protects 
the right to privacy, which includes the right not to have information relating 
to a person’s family or private affairs unnecessarily required or revealed.404

The Kenyan Data Protection Act (KDPA) 2019 came into force on 25 
November 2019.405 Soon after, several bylaws called Regulations were issued 
by various competent bodies to regulate specific matters.406 A supervisory 
authority called the Data Protection Commissioner (simply referred to as 
the Commissioner) was appointed on 16 November 2020.407 So far, the 
Commissioner has been active in providing guidelines on specific topics, 
none of which are directly related to the processing of biometric data.408 
The legal landscape is in large parts modelled after the EU data protection 
tradition and structure.409

As in the case of the South African law, the KDPA regulates exceptions, i.e. 
situations when processing of personal data is exempt from the provisions 
of the Act. One of these is the same as in the GDPR — provisions do not 
apply to processing of personal data by an individual in the course of a 
purely personal or household activity. Two other Kenya-specific exceptions 
are: (i) if the processing is necessary for national security or public interest; 
or (ii) disclosure is required by or under any written law or by an order 
of the court. These are both relevant to law enforcement processing of 
biometric data, but there remains the issue of which laws are applicable to 
these situations. Such processing would, therefore, have to be regulated by 
some other legal provisions in the Kenyan legal system. Furthermore, the 
KDPR expressly regulates that even when exceptions are applicable, no 
data controller or data processor can be exempt from complying with data 
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protection principles relating to lawful processing, minimising collection, 
data quality, and adopting security safeguards to protect personal data.

The KDPA defines biometric data as personal data resulting from specific 
technical processing based on physical, physiological or behavioural 
characterisation including blood typing, fingerprinting, DNA analysis, 
earlobe geometry, retinal scanning and voice recognition. As in South 
Africa’s POPIA, facial recognition is not mentioned explicitly, but should 
fall within the scope of the definition as it is physical characterisation. 
Biometric data are further covered by the definition of “sensitive personal 
data”.

The basic logic of the KDPA is that only special types of processing 
activities must be registered. The Commissioner has the mandate to 
prescribe thresholds required for mandatory registration, while the KDPA 
indicates that for this purpose the Commissioner must consider whether 
sensitive personal data is being processed. According to the Data Protection 
(Registration of Data Controllers & Data Processors) Regulations (2021), 
the registration threshold is primarily set based on the annual turnover 
of controllers and processors.410 However, there is a list of processing 
activities whose registration is mandatory regardless of the turnover, and 
these include, inter alia, “crime prevention and prosecution of offenders 
(including operating security CCTV systems)” and “businesses that process 
genetic data”.411 But, with the exception of DNA, biometric data are not 
singled out.

Pursuant to the KDPA, in cases when the core activities of the data controller 
or processor consist of processing sensitive categories of personal data, they 
must appoint a data protection officer (DPO). Provisions that regulate the 
position and duties of the data protection officer are very similar to those 
in the GDPR. There is no publicly-available information on whether any 
relevant controllers have appointed their DPOs to oversee the processing of 
biometric data.

Any sensitive personal data can be processed only if there is a special legal 
ground regulated in Article 45 of the KDPA, subject to fulfilment of 
the data processing principles. Here again, the logic is very similar to the 
GDPR. Additionally, the Commissioner can specify any further grounds 
on which such sensitive data may be processed. None of these legal grounds 
regulates the processing of biometric data specifically, so the general regime 
for sensitive data continues to apply.412
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The transfer of sensitive data outside Kenya is allowed upon obtaining the 
consent of a data subject and confirmation of appropriate safeguards by the 
Commissioner, according to Article 49 of the KDPA.413 

Rules on automated decision-making from the KDPA are very similar to 
GDPR ones, and even more detailed than those from Article 22 of the 
GDPR in some aspects. According to Article 35 of the KDPA, the data 
subject must be informed that a decision about him or her is made solely on 
automated processing. The data subject can then request the controller or 
the processor to (i) reconsider the decision; or (ii) take a new decision that 
is not based solely on automated processing. Furthermore, after receiving 
such a request, the controller or processor must inform the data subject of 
the steps taken to comply with the request and the outcome of complying 
with the request, by notice in writing.

Some rules on the processing of biometrics and other sensitive data can 
be found in the respective Regulations issued so far. The Data Protection 
(General) Regulations (2021) regulate that data, subject to fulfilment of 
other conditions regulated in the KDPA,414 can be collected from “biometric 
technology, including voice or facial recognition”.415 According to Article 
49(1)(c) of the same Regulation, the preparation of a Data Protection 
Impact Assessment (DPIA) is mandatory in the case of processing biometric 
data.

The Commissioner has issued a number of guidance papers, including 
on the preparation of a DPIA. None of the papers issued so far addresses 
specific matters relating to biometric data or FRT.416

Kenya now seems to have a modern and robust legal framework for 
the processing of personal data and various legal instruments aimed at 
addressing the higher risk arising from the processing of sensitive data, 
including biometrics. Some concerns remain, given that biometric data do 
not have any special protections directed at their collection and use. Since 
these rules came into force rather recently, it remains to be seen whether 
these laws will be able to address the relatively widespread use of biometric 
systems. 

A ruling of the High Court of Kenya in the Huduma Namba dispute and 
the Commissioner’s willingness to issue high penalties are encouraging 
steps for the rule of law, as is explained in the next section.
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CASE LAW

There have been two important decisions regarding the NIIMS made by the 
High Court of Kenya.

As mentioned, in 2019 the Government planned to establish the NIIMS. 
Under the laws issued for that purpose, Kenyan citizens and foreign 
nationals are required to contribute sensitive personal information, while 
all of them were to obtain a unique identity number known as Huduma 
Namba. This initiative was met with strong opposition from the outset, for 
various reasons including privacy concerns.417 

On 30 January 2020, the High Court decided on the petition of three 
applicants, declaring that the collection of DNA and GPS coordinates 
for the purpose of identification under the NIIMS was “intrusive and 
unnecessary”.418 Although the collection of other biometric data was 
not excluded on similar grounds, the overall conclusion was that the 
legal framework on the operations of the NIIMS was “inadequate, and 
poses a risk to the security of data that will be collected in the system”.419 
Under these circumstances, the Court ruled that the Government can 
proceed with the implementation of the NIIMS only on the condition 
that there is an appropriate and comprehensive regulatory framework 
for its implementation, compliant with the applicable constitutional 
requirements.420

The following year, in a decision issued on 14 October 2021, the High Court 
held that the KDPA applied retroactively to the NIIMS, in response to an 
application that sought to suspend the implementation of the Huduma 
Namba card in the absence of a DPIA.421 To justify this reasoning, the 
Court stated that “since the state chose to put the cart before the horse, 
so to speak, it has to live with the reality [that] there now exists legislation 
against which its actions must be weighed irrespective of when they were 
taken so long as those actions touch on the individual’s right under Article 
31 of the Constitution [...]”.422 In this ruling, the government’s decision 
to implement the Huduma Namba cards was quashed by the High Court, 
albeit temporarily, as it was ordered to conduct a DPIA before continuing 
the implementation process.423

We shall see how this judgement impacts plans to establish the “automated 
biometric identification system”. The government claims that they have 
learned their lesson,424 although currently there is no official information 
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on which legal rules would be enacted in relation to the new identification 
scheme in order to provide safeguards required by the High Court. In 
May 2023, nine human and digital rights groups issued a public statement 
highlighting the need for transparency, public engagement and respect 
for legal rules (including securing the proper legal basis and preparing 
appropriate impact assessments) as prerequisites for new ID scheme 
deployment.425 

According to publicly-available information, there are no other court 
judgements regarding FRT uses at the time of writing this report, including 
by the police and other government agencies for safety reasons. 

However, the Commissioner issued a first penalty for a violation of 
the KDPA in December 2022.426 The penalty was issued to a company 
that infringed the privacy of a complainant by using their photo on the 
company’s Instagram account without the complainant’s consent, as well 
as subsequent violations of their KDPA obligations, including lack of 
cooperation with the Commissioner. For this violation, the company was 
fined KES 5,000,000, which is equivalent to approximately EUR 36,000 
– the highest penalty available under the KDPA. This decision is subject 
to appeal, but it indicates the Commissioner’s willingness to impose strict 
fines in its efforts to secure a strong application of the KDPA.
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LATIN AMERICA
CONTEXT

Numerous Latin American countries have 
implemented biometric technologies for surveillance, 
usually presented by public officials as a technological 
advancement to fight crime and enhance public safety.427 
These technologies have been deployed without proper 
legal grounds, human rights assessments or transparency, 
and have been used for purposes beyond public safety 
— even for spying on political adversaries.428 There is a 
lack of specific regulations for their use, raising concerns 
about the violation of privacy and other human rights, 
as well as a lack of avenues for redress. The technologies 
also heavily rely on police databases that can reinforce 
and exacerbate the discriminating ways in which they 
have been compiled, while data use standards are not 
well-defined.429

Although the region has transitioned to democratic 
procedures, an authoritarian political culture continues 
to exist in some ways, as demonstrated by heavy-handed 
repression of protesters by the state in countries such as 
Venezuela, Ecuador and Chile.430 The deployment of 
facial recognition and other biometric technologies in 
this context further amplifies the risks and concerns.

While several Latin American countries share many 
similarities in the adoption of biometric surveillance 
technologies, Argentina and Brazil have seen the most 
significant adoptions of biometric technologies and 
are therefore the focus of the following chapter. The 
introduction of the Federal Biometric Identification 
System for Security (SIBIOS) in 2011 marked 
a significant turning point in Argentina for the 
adoption of a system which could enable biometric 
mass surveillance.431 Under SIBIOS, biometric data 
— including fingerprints, palm prints and face photos 
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— must be collected from every citizen and anyone entering the country. 
End-users of SIBIOS, such as police officers and border agents, are not 
required to obtain a warrant or judicial authorisation to access the biometric 
database. The lack of legislative debate and limited consultation with non-
governmental entities regarding the implementation of the system has kept 
it away from public opinion. This has resulted in low awareness of the risks 
associated with the extensive collection of private data by the state.432

In the last decade, the use of biometric technologies has expanded rapidly 
in Argentina, being utilised not only for purported public safety and 
immigration purposes, but also for identity verification in areas such as social 
security programmes, banking, taxes, education, elections and sports.433 
Buenos Aires, the capital city of Argentina, employed live facial recognition 
in the city’s train stations, with cameras both within the stations and facing 
the street. The system, presented as a way to capture individuals listed in the 
country’s national fugitive database, was used between 2019 and 2022.434 
Numerous “false positive” cases were reported, emphasising the fact that 
the technology is flawed, prone to errors, and can lead to serious violations 
of fundamental rights.435 The use of the technology was temporarily 
suspended and subsequently deemed unconstitutional by a city court.436 

Biometric technologies, including facial recognition, are widely used in 
Brazil’s public and private sectors. There are frequent implementations of 
facial identification in public spaces and events with the excuse of addressing 
high levels of violence and crime.437 Biometric verification is also used for 
fraud detection in accessing public services and even for school attendance 
management in educational institutions.438 There have also been cases of 
gender, age and emotion recognition for marketing purposes, although 
some projects have faced legal challenges.439 

The National Civil Identification (ICN) system in Brazil aims to collect 
the biometrics of the entire electorate by 2026.440 It involves a centralised 
database called the ICN Database (BDICN), which combines various 
existing government databases, including the biometrics register of the 
electoral system. As of June 2022, 130 million users were biometrically 
registered to vote, making up a significant portion of the population. There 
are concerns about the risks associated with the ICN system. These risks fall 
into two categories: risks related to the system’s information architecture and 
governance arrangements, including potential abuses of personal data, and 
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risks of excluding citizens due to the use of the BDICN for authenticating 
users on the gov.br platform.441

Regarding the use of biometric technologies at the borders, civil society 
groups in Latin America have called for the termination of cooperation 
agreements made by Mexico, Guatemala, Honduras and El Salvador with 
the United States, which allow for cross-border transfers of biometric 
and other types of personal data of people on the move.442 These data-
sharing agreements have raised serious concerns about privacy invasions, 
discrimination and arbitrary decision-making. Civil society organisations 
that are advocating for the termination of these agreements have also been 
urging for the inclusion of safeguards to protect the privacy and data of 
people on the move, such as prohibiting data processing without local 
data protection laws, preventing profiling and predictive analysis, and 
limiting access to data. Special protections for children, the requirement for 
informed consent, and rights to access, rectification, deletion and objection 
are also recommended.

Different approaches have been proposed to address the risks associated with 
facial recognition technology in the region. Some advocate for moratoria 
until proper safeguards are in place, while others call for comprehensive 
bans on its use for law enforcement purposes in public spaces.443 Several civil 
society organisations also call for robust safeguards, including remedies for 
privacy violations and enhanced accountability and transparency by both 
technology companies and government authorities.444

Since 2022, the civil society-driven campaign #SaiDaMinhaCara (“Get 
out of my face”) has encouraged 50 state and municipal legislators in Brazil 
to introduce proposals to ban facial recognition from being used in public 
spaces.445 Their concerns include biassed outcomes, wrongful arrests, and 
the reinforcement of racial discrimination. The initiative highlights the 
risks of mass surveillance and the erosion of privacy in public spaces. It is 
led by organisations specialising in technology, security and human rights, 
collaborating with parliamentarians to push for legislative restrictions.

LAW

Numerous Latin American countries, such as Chile,446 Uruguay,447 
Mexico,448 Costa Rica,449 Peru, Brazil, Panama and Ecuador have enacted 
data protection laws, many of which were influenced by the European 
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Union’s GDPR model. However, it is worth noting that certain countries 
in the region, such as Venezuela and Bolivia, still do not have data protection 
laws.450 

A significant challenge with the regulation of biometric technologies across 
the region is that a large number of countries with specific data protection 
laws have not updated them adequately to address the challenges posed 
by current digital technologies. In some countries where general rules on 
personal data protection exist, specific regulations pertaining to the use of 
biometric data are lacking. For example, in a report that mapped 38 initiatives 
for the use of facial recognition in Latin America, over 60% of them lacked 
specific legal bases to support the implementation of the technology that 
had already been rolled out.451 In some instances, broad interpretations of 
existing regulations or analogies to other technologies were used to justify 
its deployment.

There are just a few cases where regulations explicitly address facial 
recognition or other biometric identification technologies. Examples 
include a Brazilian regulation enabling biometric data collection for 
driving licences,452 regulations governing the Comprehensive Public Video 
Surveillance System in Buenos Aires,453 and a bill in Colombia allowing 
the National Civil Registry to use various biometrics for identification and 
authentication.454

ARGENTINA

Argentina has strong privacy protections enshrined in its national 
Constitution (Articles 18 and 19)455 and has ratified international human 
rights treaties. It has a robust but outdated data protection regime in 
Article 43 of the Constitution and the Personal Data Protection Act 25.326 
(PDPA),456 passed in 2000. Argentina is also recognised by the European 
Commission as a country that ensures an adequate level of data protection. 
However, these laws have proven insufficient in protecting citizens from 
state surveillance, since the government has used legal exceptions to deploy 
surveillance programmes for a wide range of reasons including state 
functions, improving services, and purported public safety.

The deployment of facial recognition technology in Buenos Aires, for 
example, initially lacked a proper legal framework and was introduced 
through a city government resolution rather than a law. However, in October 
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2020, the city legislature legalised its use by amending an existing security 
systems legislation: Law 5688 (2016).457 Civil society organisations strongly 
opposed the amendment, arguing that proper human rights assessments, 
especially regarding the right to privacy, were not conducted.458 The UN 
Special Rapporteur on the right to privacy also expressed concerns about 
the deployment of facial recognition in Buenos Aires, in particular the lack 
of privacy impact assessments and adequate safeguards.459

Argentina’s outdated data protection law, established in 2000, has also been 
a point of contention regarding facial recognition deployments. Civil society 
groups have called for an update to the law to provide clear guidelines and 
protections for collecting sensitive personal data through technologies like 
facial recognition.460

In November 2022, the Argentinian data protection authority (AAIP) 
published a draft bill to update the PDPA, following a public consultation 
in September 2022.461 The draft bill introduces new definitions to the Act, 
including “biometric data”, which are only considered to be sensitive if they 
can reveal additional information, the use of which may potentially result in 
the discrimination of the data subject. Resolution 4/2019 (“the Biometric 
Guidelines”) issued by the AAIP, provides examples of such sensitive data, 
including ethnic origin and health information.462 However, this additional 
requirement for biometric data reduces the level of protection for data 
subjects compared to other regulations that govern the use of biometric 
data, such as the GDPR.

Compared to the GDPR, the PDPA’s consent condition for processing 
sensitive data also does not provide strong enough protection for data 
subjects. Given the increased risks associated with processing sensitive data, 
experts have pointed out that explicit consent should be required.463 

BRAZIL

Brazil has established a legal framework to protect the right to privacy, 
including enshrining privacy as a fundamental right in the federal 
Constitution,464 and recognising international human rights treaties. The 
country also has specific legislation, Marco Civil da Internet (Civil Rights 
Framework for the Internet), which safeguards privacy in the online 
context.465 Additionally, Brazil has implemented the federal data protection 
law Lei Geral de Proteção de Dados Pessoais (LGPD), which entered into 
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force in September 2020. The LGPD attempted to unify over 40 different 
statutes that previously governed the use of personal data in Brazil, and 
to set modern standards for data protection.466 In October 2021, the 
Brazilian Senate unanimously approved the Proposed Amendment to the 
Constitution (PEC) No. 17/2019, which acknowledged the protection of 
personal data as a fundamental right in the Brazilian Constitution.467

While the LGPD is considered one of the most progressive data protection 
laws in the wider Latin American region, it does not have a specific definition 
of biometric data, leaving space for legal loopholes and exploitation. It 
also sets explicit exceptions for activities related to public safety, national 
defence, state security, and the investigation and prosecution of criminal 
offences. That means that facial recognition used by public security forces 
falls outside the LGPD’s protections. Efforts are underway to regulate data 
protection in law enforcement, with experts proposing a draft “Criminal 
LGPD” bill to establish data protection principles and obligations for 
law enforcement authorities.468 However, it is uncertain when this will be 
enacted.

In the context of private companies involved in deploying facial recognition 
systems, such as in São Paulo’s privately-run public transport system, the 
protections of the LGPD, the provisions of the Marco Civil da Internet, 
and the Consumer Protection Code apply.

Numerous state laws are directly addressing facial recognition technologies. 
For example, three specific laws regulate the use of facial recognition 
technology in stadiums: Law No. 16.873/2019 in Ceará,469 Law No. 
21.737/2015 in Minas Gerais,470 and Law No. 8.113/2019 in Alagoas.471 
Additionally, Law No. 7.123/2015 in Rio de Janeiro focuses on the 
deployment of facial recognition technology in the inter-municipal 
transportation system.472 However, these laws do not contain sufficient legal 
safeguards for deploying the technology.

Law nº 6.712/2020 regulates the use of facial recognition for public security 
purposes in the Brazilian capital but falls short in terms of cybersecurity 
protections and data subject rights.473 It also allows for the technology’s 
use in criminal investigations. The Ministry of Justice and Public Security 
has issued a directive promoting the implementation of facial recognition 
systems and other surveillance technologies.
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In December 2022, a committee of the Brazilian Senate presented a report 
and a draft artificial intelligence (AI) law aimed at regulating AI in the 
country.474 The proposed legislation categorises AI systems based on risk: 
biometric identification systems are classified as high-risk AI systems. The 
competent authority is tasked with creating and maintaining a publicly 
accessible database of high-risk AI systems, along with the completed risk 
assessments provided by suppliers and end users. 

The law prohibits the use of systems classified in the “excessive” risk category, 
where it currently puts the use of facial recognition and other biometric 
identification systems for public security purposes — unless authorised by 
law or judicial authorisation in cases of crimes in progress or searches for 
missing persons or crime victims. As pointed out repeatedly throughout 
this book, such a basis is open to very wide interpretation and there is a risk 
that it could be used to justify almost perpetual use.

The draft law guarantees various rights, including an explanation of 
decisions, the ability to contest them, and human participation in the 
decision-making process. The law also highlights the right to non-
discrimination and to correct identified biases.

CASE LAW

In a historic ruling from May 2020, the Brazilian Supreme Court declared 
the right to data protection as an independent and fundamental right under 
the Brazilian Constitution.475 The Court suspended a presidential executive 
order that required telecom companies to share the personal data of over 200 
million individuals with the Brazilian Institute of Geography and Statistics 
(IBGE) for census research. The decision signified a significant step towards 
recognising the protection of personal data as a separate right from the right 
to privacy, similarly to how it is addressed in the Charter of Fundamental 
Rights of the European Union.

A Civil Court in São Paulo, Brazil, ruled in May 2021 that the use of facial 
recognition technology on a subway line violated individuals’ right to 
privacy and freedom of information.476 The subway operator, ViaQuatro, 
introduced interactive subway car doors that displayed personalised 
advertisements based on emotion recognition technology. A consumer 
rights organisation filed a lawsuit seeking damages and an order to prohibit 
the use of the technology. The Court held that the use of facial recognition or 
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detection software required user consent and ordered the subway operator 
to stop using the technology. The Court emphasised the importance of 
data protection and privacy rights under the Lei Geral de Proteção de Dados 
Pessoais (LGPD). It awarded damages for collective harm, but dismissed 
the request for damages related to non-economic harm suffered by riders 
individually, stating that it would duplicate the compensation already 
granted for collective harm.477

In a landmark case for Argentina, a trial judge in Buenos Aires declared 
unconstitutional the Fugitive Facial Recognition System (Sistema de 
Reconocimiento Facial de Prófugos, SRFP) implemented by the local 
government.478 The judge’s ruling established a precedent for protecting 
privacy and fundamental rights in the context of public surveillance for 
law enforcement purposes. Firstly, it recognised privacy, intimacy and 
data protection as collective rights, rather than solely individual rights. 
Secondly, the court determined that civil society organisations had the 
standing to sue based on the violation of these collective rights. Thirdly, the 
judge also concluded that an “amparo” action (a constitutional remedy) 
was appropriate to address the harm caused by the system. The decision 
highlighted privacy violations and abuse of authority by system operators.

The SRFP had used facial recognition software installed in surveillance 
cameras — the sort of capability that the Technical chapter of this book 
has highlighted are becoming increasingly common — to match images 
against a database of fugitives. Civil society organisations criticised the risks 
to privacy and other human rights. The court found that the SRFP lacked 
oversight, led to unlawful detentions, and relied on an unreliable database. 
The judge also noted misuse of the system and a lack of accountability. The 
court prohibited the operation of the SRFP until control and oversight 
mechanisms are established. The decision did not go as far as to declare the 
law creating the SRFP unconstitutional, but outlined requirements for its 
future implementation.

In April 2022, Mexico’s Supreme Court ruled that a plan to establish a 
national cell phone user registry with biometric data was unconstitutional.479 
The initiative aimed to combat crime by making it harder for criminals to 
remain anonymous when purchasing mobile phones. The court recognised 
the potential human rights violations and security risks associated with 
collecting sensitive biometric data, including the fingerprints or eye 
biometrics of approximately 120 million phone users. This ruling not 
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only protected individuals’ privacy but also highlighted the importance 
of safeguarding personal information in the face of technological 
advancements.



SOUTH AFRICA
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SOUTH AFRICA
CONTEXT

There is no concrete evidence that public bodies in 
South Africa have used facial recognition technology 
on the general population. However, there are concerns 
that this may be the case, or that this technology may 
soon be widely used.

South African police have been expressing their wish to 
start using this technology for the last fifteen years.480 
Concerns have also been raised about the presence and 
activities of the private company Vumacam, which has 
built a nationwide surveillance network that scrutinises 
peoples’ movements for “unusual behaviour” via their 
smart surveillance solutions. This state of affairs may 
be dangerous as it could lead to a slippery slope from 
behavioural surveillance to facial identification, as 
the underlying technological systems are the same. 
Moreover, even though behavioural surveillance 
without identifying people may seem benign, from a 
data protection perspective it is still very sensitive. The 
collection of behavioural data that involves people (not 
just objects) is, in its essence, a collection of personal 
data. In combination with other information, such 
data could lead to the identification of a person, as well 
as discriminatory profiling. In its most refined form, 
behavioural characteristics can lead to identification 
if they can be used as measurable patterns of human 
activities, in which case they would be considered 
biometric data. 

Vumacam sells its private security services to local 
companies. It already seems to have a monopoly, 
which is not only based on the claimed capacities and 
effectiveness of its technology, but also the company’s 
(unofficial) cooperation with local police. This 
presumption is based on several case studies regarding 
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Vumacam’s presence and plans in South Africa in the last couple of years.481 
According to these sources, Vumacam’s representatives have repeatedly 
rejected claims that they started using facial recognition in order to provide 
their services and develop their technology. However, if one looks at the 
features they already use (e.g. licence plate recognition) they seem to have 
the technical infrastructure and processing capability to make this possible.

In addition, the South Africa Home Affairs Ministry started their 
Automatic Biometric Information System (ABIS) project in January 
2016.482 ABIS is intended to provide a single source of identification for 
South African citizens and non-citizens across state institutions and 
private sector entities, and would extend the current national identification 
system (Hanis). According to the statements of public officials, ABIS will 
contain information such as a person’s fingerprint, photo, palm print, 
facial recognition and iris scans.483 The system is still not in place, but its 
implementation seems to be inevitable based on new reports, since one of 
the main reasons for postponement is problems with a contract that has been 
concluded with a service provider.484 In May 2023, the Portfolio Committee 
on Home Affairs issued a media statement to express disappointment with 
delays in project implementation and problems with a private contractor on 
the project; but with respect to the collection of biometrics, they expressed 
support for “the use of an upgraded system with innovative technological 
functionalities, such as facial recognition and palm biometric modalities, 
which will create further confidence in the population register”.485

Since 2021, the South African government has been implementing the 
Biometric Movement Control System, or BMCS for short, at the borders. In 
May 2023, this system was implemented at 34 ports in the country, including 
major airports.486 According to the website of South African Airways, “if 
you are a non-South African citizen, travelling through the ports of entry 
you will be expected to provide your fingerprints and photograph at the 
Immigration counter”.487 Other than this practical information, the Home 
Affairs website offers no other explanation on how this system works.

LAW 

The South African Constitution recognises the right to privacy as a 
fundamental human right.488 Furthermore, rights to privacy and to the 
protection of personal data are regulated by the Protection of Personal 
Information Act 4 of 2013 (POPIA), applicable from 30 June 2021.489 The 
POPIA seems to be modelled, to a large extent, on the EU data protection 
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legal tradition. In compliance with the POPIA, South Africa has a dedicated 
data protection authority called the “Information Regulator”.490

Biometrics is defined in the POPIA as “a technique of personal identification 
that is based on physical, physiological or behavioural characterisation 
including blood typing, fingerprinting, DNA analysis, retinal scanning and 
voice recognition”. For some reason, the definition does not explicitly include 
facial recognition (which is also the case with the law in Kenya, possibly 
suggesting a common history with regard to this definition). However, as 
the list is non-exhaustive, there is no reason to consider this definition as 
excluding facial recognition. Biometric information is considered to be 
“special personal information”, as defined in Article 26 of the POPIA.

With respect to special personal information, its processing is in principle 
forbidden in the POPIA, unless one of three exception categories apply: 
general exceptions; an Information Regulator authorisation applicable to 
any special personal information; or a specific exception which regulates 
only biometric information. 

There are five general exceptions, again with similarities to the EU’s General 
Data Protection Regulation, where processing would be allowed because 
either: (i) the data subject has given consent; (ii) processing is necessary for 
the establishment, exercise or defence of a right or obligation in law; (iii) 
processing is necessary to comply with an obligation of international public 
law; (iv) processing is for historical, statistical or research purposes (subject 
to further conditions); or (v) the information has deliberately been made 
public by the data subject.491 

In addition, the Information Regulator may, upon application by a 
responsible party,492 authorise the processing of special personal information 
if such processing is in the public interest and appropriate safeguards have 
been put in place to protect the personal information of the data subject. 
There is guidance issued by the Information Regulator that regulates this 
authorisation procedure.493

Finally, there is a separate exception that regulates the processing of 
biometric data only.494 According to Article 33 of the POPIA, the processing 
of biometric information may be allowed if the processing is carried out 
by bodies charged by law with applying criminal law, or by responsible 
parties who have obtained that information in accordance with the law. 
Therefore, this permission for the use of biometrics by some public bodies 
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in the POPIA is quite broad and does not regulate any specifics of the 
biometrics in question. One possible interpretation of this legal rule is that 
the concrete situations when biometric information can be processed under 
this exception should, in principle, be further regulated via legal provisions 
that make these rules operational and concrete (e.g. via a separate law or 
amendments to existing laws). This would be a similar situation to the legal 
dynamics between the LED in the EU and national laws in the Member 
States, in the sense that the former sets the general rules while the latter 
should regulate use of biometrics for law enforcement purposes in greater 
detail (inter alia, to establish appropriate safeguards for such processing). 

There is still no law in place in South Africa that would regulate processing 
of data via facial recognition technology or by law enforcement agencies 
specifically, despite the collection of face data under ABIS.495 Taking into 
account that the law enforcement agencies in South Africa still do not claim 
to use facial recognition in their investigations (nor are there any proofs of 
such practice), time will show whether Article 33 of the POPIA will be used 
by them as a legal basis for such use.

Rules around the use of biometrics in criminal procedures should also be 
interpreted in the light of Article 6 of the POPIA, which regulates exclusions 
from the law. According to one such exclusion, the POPIA does not apply 
to the processing of personal information by a public body in situations 
which involve national security, or when the purpose of processing is 
prevention, detection and investigation of offences, prosecution of offenders 
or execution of sentences, but only to the extent that adequate safeguards 
have been established in legislation for the protection of such personal 
information. In the absence of any laws that would regulate biometric 
surveillance for the said purpose, the POPIA does seem to apply (until such 
rules are in place). 

According to Chapter 6 of the POPIA, the responsible party must obtain 
“prior authorisation” for certain processing activities from the Information 
Regulator, because of their specific nature.  The responsible party that wants 
to process biometric information (based on appropriate legal grounds) does 
not, in principle, need to obtain such prior authorisation for the processing 
itself. However, such authorisation would be needed if data were to be 
transferred abroad to a non-adequate country. There is also guidance that 
regulates this authorisation procedure.496
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The POPIA has rules related to automated decision-making which are 
similar to their GDPR counterparts, although they seem to be narrower in 
scope as they focus on decision-making that is based on profiles made via 
automated processing (Article 71).

Therefore, there are several potential legal grounds for South African public 
bodies and police that may be used if facial recognition technology is to be 
implemented in practice in the future. It remains to be seen whether the 
appropriate legal procedure will be followed in such a case.

CASE LAW

Although it did not concern facial recognition, a significant case about 
mass video surveillance was finally decided by the High Court of South 
Africa in 2020.497 The case was initiated by the Vumacam company against 
Johannesburg Road Agency (JRA), which had suspended their aerial and 
CCTV wayleave applications (which give Vumacam the right to access 
public roads to install their equipment). The JRA justified the suspension 
decision arguing that Vumacam’s aim to install the cameras was “to surveil 
the movements of ‘innocent people’ and sell the ‘footage’ to third parties”. 
According to the wording of the judgement, the essence of the JRA’s 
case is that Vumacam is spying on individuals’ movements and thereby 
infringing their rights to privacy as protected by the POPIA. To cope with 
the problems that arise from such spying activities, a regulatory framework 
would have to be established. Such a framework should focus on ensuring 
that the material collected through the cameras is handled in a manner that 
protects the privacy of individuals.498

However, the argument of the JRA was not accepted by the court. Namely, 
the decision-making of the JRA is bound by the bylaws applicable to them. 
Such bylaws do not prescribe the competence of the JRA to suspend any 
wayleave right based on violations of the right to privacy. In the words of the 
court, the JRA is an administrative body with no powers outside of those 
conferred upon it by the law in general, and in this case by the bylaws in 
particular.499

In an interview regarding this court win, the CEO of Vumacam stated: 
“Our infrastructure is highly beneficial to the public, security companies, 
to law enforcement and even to the JRA in flagging incidents that may 
cause damage or harm to roads infrastructure. There are multiple, daily 
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successes reported where our cameras both prevent crimes and assist in the 
apprehension of criminals.”500

This case shows that there is some serious cause for concern in South Africa 
that the right to privacy may be jeopardised in the name of (promised) 
security. This risk is recognised even by public bodies such as the JRA, 
although they lack the competence to challenge the alleged violation of 
privacy. Once the ABIS database is in place, possibilities for the use of FRT 
will be greatly increased. It remains to be seen how (and if) POPIA rules will 
be followed by all the stakeholders.



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

151



UNITED ARAB EMIRATES



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

153

LEG
A

L U
N

ITED
 A

R
A

B
 EM

IR
A

TES

UNITED ARAB 
EMIRATES
CONTEXT

The use of facial recognition in the United Arab 
Emirates (UAE) is widespread. It is used in both public 
and private sectors for various purposes, and such a 
trend is heavily supported by the government.

From a technical angle, proponents and purveyors of 
biometric technologies have noted that with its diverse 
population, the UAE is ideal for testing new facial 
recognition technologies, with more than 200 different 
nationalities represented in Abu Dhabi and Dubai.501 
For that and a combination of other reasons, many 
tech companies have been offering their services and 
products in the UAE market, especially Chinese ones.502 

One of the UAE government’s strategic goals is 
to become a global leader in artificial intelligence 
technologies.503 Part of this strategy is also to build 
smart cities, including the use of facial recognition 
in ways that seem likely to amount to biometric mass 
surveillance. One of the use cases mentioned in the 
strategy is deploying “facial recognition to monitor 
driver fatigue”.504

In 2018, government agencies developed and deployed 
the “UAE Pass” application.505 The website states that 
it is the “first national digital identity and signature 
solution” that enables users to identify themselves to 
government and private service providers using their 
smartphone, thus enabling them to access online services. 
The application has additional features (that distinguish 
it, for example, from Aadhaar in India and ABIS in 
South Africa) as it provides the citizens with tools to sign 
and authenticate documents and transactions digitally, 
to request official documents in digital form, and to 
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request services from UAE pass partners.506 The app uses facial recognition 
to register and authenticate users, by creating a “Facial ID”.507 According 
to public officials, using facial recognition technology in the registration 
process is “a key step towards the implementation of emerging technologies 
based on AI, to establish a digital lifestyle in the UAE”.508 In the following 
years, the UAE pass was linked to Emirates ID, a national ID card.509

When it comes to the use of facial recognition by law enforcement agencies, 
it is widespread in the UAE, including 24/7 live surveillance. There were 
also reports that Dubai police had plans for pioneering predictive policing 
tools in their decision-making process, which would be based on biometric 
data.510 

According to the UAE government portal, the UAE Ministry of Interior 
implemented a face recognition system to “protect” the country’s borders, 
critical infrastructure and valuable assets. The system uses “sensitive 
cameras” (there is no explanation on the government portal about what 
sensitive cameras are) to capture people’s faces. The cameras can scan and 
take pictures of people standing both close to and far from them and can 
detect whether they are moving or still.511

In 2018, the Dubai Police launched the “Oyoon” AI Surveillance 
Programme. According to the information provided on their Facebook page 
at the time, the aim of the project is “to create an integrated security system 
that works through all strategic partners to exploit modern and sophisticated 
technologies and artificial intelligence features to prevent crime, reduce 
traffic accident-related deaths, prevent any negative incidents in residential, 
commercial and vital areas, and to be able to respond immediately to 
incidents even before they get reported to the command unit”.512

Already in 2019, it was claimed by the police that the programme helped 
with the arrest of 319 suspects in the first year of its deployment. According 
to these reports, within the Oyoon network, approximately 5,000 security 
cameras across Dubai relay live images of security breaches to the Central 
Command Centre, while three sectors are in surveillance focus — tourism, 
traffic, and brick and mortar facilities. On the other end of the system, the 
police digitally track suspected criminals just by uploading their mugshots 
into a database.513 According to reports from 2022, over 300,000 cameras 
were linked to the Oyoon network.514
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In 2020, it was reported that a new facial recognition system will be introduced 
in Dubai metro stations. Additional features of the system include “smart 
helmets” and “smart glasses”. Namely, according to Dubai police officials, 
the police’s smart glasses called Rokid T1 and the smart helmets that were 
used during the COVID-19 pandemic to scan commuters’ temperatures, 
will have more “advanced” technology such as facial recognition, which 
they claim they will use to identify wanted people.515

When it comes to Abu Dhabi practices, Abu Dhabi police upgraded their 
patrol cars with a live facial recognition system in March 2020. The police 
central operations department server is linked to the cars’ smart bar, and the 
software can instantly cross-reference an image with the police watch list. 
Police are alerted to take action when there is a match.516

This extensive use of facial recognition in the UAE can be observed as 
particularly problematic from a human rights perspective. The UAE has 
among the highest rates of political prisoners per capita in the world, 
according to some sources.517 Coupled with all the other AI and mass 
surveillance programmes, it provides the government with a multitude of 
tools for oppression, concealed behind promises of safety, efficiency and 
convenience.518

LAW 

The Constitution of the UAE regulates a general right to privacy. Privacy of 
the home is guaranteed in Article 36, while Article 31 guarantees freedom 
of communication by post, telegraph or other means of communication 
and the secrecy thereof, in accordance with the law.519

The UAE issued its first federal law to regulate the protection of personal 
data, the Personal Data Protection Law (PDPL), on 20 September 2021.520 
The PDPL came into force on 2 January 2022, and it will become enforceable 
six months after the associated executive regulations are issued.521 These 
executive regulations are supposed to regulate many of the practical and 
operational details of the PDPL, but they are still not enacted (despite the 
fact that PDLP states that this should happen within six months after the 
date when the law is issued, which expired in March 2022). The UAE Data 
Office, which will be established under a separate law, will act as the federal 
data regulator in the UAE.522 
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There are no publicly-available explanations for the delay in the enactment 
of the executive regulations and the establishment of the UAE Data Office. 

Several “free zones”, or special economic zones, are located in the United 
Arab Emirates. Three of these, the Abu Dhabi Global Market (ADGM), 
the Dubai Healthcare City (DHCC), and the Dubai International Financial 
Centre (DIFC), have adopted their own data privacy regulations, which are 
applicable to companies doing business within their jurisdiction.523

With respect to regulations on facial recognition in the PDPL, the law 
contains a definition of biometric data that explicitly mentions facial 
images. The processing of biometric data is not regulated in any specifics 
but falls within the wider definition of sensitive data (so it is, essentially, a 
GDPR-style regulatory approach to the matter, same as in Kenya).

There are two main groups of obligations with respect to the processing 
of any sensitive data: (i) a data protection officer must be appointed when 
the processing involves a systematic and comprehensive assessment of 
sensitive personal data, including profiling and automated processing, 
or processing of large volumes of such data;524 and (ii) a data protection 
impact assessment must be prepared before processing that will use any 
of the modern technologies that would pose a high risk to the privacy and 
confidentiality of the personal data if the processing will be made on a large 
amount of sensitive data.525 No publicly available information indicates that 
such DPIA has been prepared for use of biometrics for any law enforcement 
purposes, or that any DPO has been appointed so far.

These DPO and DPIA obligations from PDPL are, therefore, quite similar 
to those regulated in the GDPR. Notably, however, there are no special 
conditions or special legal basis that need to be established or met in order 
for the processing of sensitive data to be allowed, as is required in the GDPR 
system in the special regime applicable to such data, as regulated in GDPR 
Article 9. Also, the PDPL does not have the EU Law enforcement directive 
(LED) type of rules which would govern any specifics when it comes to 
processing of biometrics, or any other sensitive data, for law enforcement 
purposes. So, for the time being, it seems that the use of facial recognition 
by law enforcement agencies happens in a sort of legal vacuum from a data 
protection regulation standpoint, same as in India and Australia. It remains 
to be seen whether executive regulations will change this situation.
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CASE LAW 

There is still no notable case law with respect to the use of facial recognition 
or other biometric systems in the UAE, relating to the public or the private 
sector.



UNITED KINGDOM
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UNITED KINGDOM
CONTEXT

In 1998, the DNA sample of a man accused of burglary 
in London was unlawfully retained and later used to 
identify him in a much more severe case — in which he 
was convicted of rape and assault.526 As a result, the law 
in the UK was changed in 2001 to allow the collection 
and retention of biometric data almost indefinitely.527 
The UK consequently created the world’s largest DNA 
database, including data from individuals who had not 
been charged or convicted of crimes, including children. 

It was not until a legal challenge in the landmark case at 
the European Court of Human Rights (ECtHR) of S. 
and Marper v United Kingdom (2008) that legislative 
changes were made to limit the scope and retention of 
biometric data under the Protection of Freedoms Act 
2012. This new law created the roles of the Biometrics 
Commissioner, with the main task of reviewing the 
retention and use of DNA samples, and the Surveillance 
Camera Commissioner in England and Wales, 
overseeing compliance with the Surveillance Camera 
Code of Practice. The proposed Data Protection and 
Digital Information Bill, set to overhaul the country’s 
post-Brexit data protection regime, suggests abolishing 
these oversight roles. Experts have expressed concerns 
over this development, which is seen as weakening 
oversight, eroding public trust, and overlooking 
broader surveillance impacts. Critics conclude that 
removing these functions would further strain an 
already overburdened and under-resourced surveillance 
oversight system, reducing their societal value.528

One of the most controversial uses of biometric 
technology in the UK today is the use of live 
facial recognition (LFR) technology by the police, 
which gained significant public attention after the 
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Metropolitan Police Service deployed it at Notting Hill Carnival in 2017529 
and South Wales Police piloted it in 2017-2018. In 2019 and 2020, the 
Court of Appeal found that the legal framework around the deployment of 
LFR was insufficient to ensure compliance with human rights.

At the same time, the UK’s data protection regulator has raised concerns 
about technical bias, the effectiveness and the statistical accuracy of LFR 
systems, and lack of respect for data protection law.530 In August 2021, over 
30 human rights organisations published an open letter calling on the UK 
Government to completely ban the use of LFR in public.531

The use of LFR has so far largely evaded legislative scrutiny by the 
UK Parliament, with police forces making unilateral decisions on its 
adoption and safeguards. Despite new guidance and recommendations 
for proportionality and necessity criteria, privacy assessments, and certain 
protections of individual privacy rights being implemented since 2018, 
these recommendations have been ineffective, and concerns over the use of 
LFR by police persist.532

An independent review of UK legislation, commissioned by the Ada 
Lovelace Institute and led by Matthew Ryder QC, warns that the UK’s 
current legal regime is “fragmented and confusing” and failing to keep pace 
with developments in biometrics.533 The review concludes that the country 
urgently needs new laws to govern the use of biometric technologies and 
calls for the government to come forward with primary legislation. It 
also recommends the suspension of LFR in public places until further 
regulations are introduced.

LAW

The governance of biometric data in the UK is currently regulated by a 
patchwork of overlapping laws addressing data protection, human rights, 
discrimination and criminal justice issues. There is no single overarching 
legal framework for the management of biometric data, and sources of law 
that developed in response to more general problems regulate biometric 
data in an ad hoc manner.

Human Rights Act 1998

The Human Rights Act 1998 (HRA) implements many of the rights 
protected by the European Convention on Human Rights (ECHR) as 
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part of UK domestic law.534 It is a relevant legal instrument for regulating 
biometric data in the UK since it protects the right to privacy in Article 
8. Public authorities have to respect an individual’s right to privacy under 
Section 6 of the HRA. However, it does not oblige private companies to 
uphold human rights, which may be a gap in regulating the use of biometric 
data by non-public entities.

UK GDPR and DPA 2018

The UK General Data Protection Regulation (UK GDPR)535 and the Data 
Protection Act 2018 (DPA 2018)536 provide the legal framework for the 
protection of personal data, including biometric data. Along with general 
provisions, the DPA 2018 implements the Law Enforcement Directive 
(LED) into UK law, and applies to all the data processing cases involving 
law enforcement activities. In both UK laws, the definition of biometric 
data is the same as in the GDPR: “Personal data resulting from specific 
technical processing relating to the physical, physiological, or behavioural 
characteristics of a natural person, which allow or confirm the unique 
identification of that natural person, such as facial images or dactyloscopic 
data.”

However, it is notable that biometric data have a different definition for 
the purpose of policing and criminal justice in Scotland, a country in the 
UK which has devolved powers from England and Wales.537 This broader 
definition includes source material (before the specific technical processing), 
with the aim to protect materials such as fingerprint impressions or facial 
images, rather than just the resulting biometric templates. This could be 
seen as a positive application of the ECtHR case Gaughran v. The United 
Kingdom because it recognises the sensitivity of the source photos from 
which the biometric data are derived. It is also notable with respect to the 
capabilities of modern surveillance technologies increasing exponentially. 
This makes it easier and faster to identify and track a person even on the 
basis of lower-quality data.

The UK GDPR prohibits the processing of special category data, including 
biometric data, other than in certain limited circumstances. The DPA 2018 
complements and customises the conditions for handling special category 
data under the UK GDPR, allowing the processing for the purposes of 
employment, social security and social protection, health and social care, 
public health, archiving, research, and statistics, in relation to criminal 
convictions or offences, or where there is a substantial public interest, 
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as long as the specified conditions listed in Schedule 1 are met. Notably, 
the DPA 2018 adopts a permissive stance, offering up to 23 potential 
“substantial public interest” conditions that allow for special category 
data processing. Unlike the Human Rights Act 1998, which applies only 
to public authorities, Part 2 of the DPA 2018 applies to both public and 
private sector organisations and individuals when processing data for these 
purposes.

Part 3 of the DPA 2018 provides for the processing of personal data by 
competent authorities for criminal law enforcement purposes, including 
the processing of biometric data to identify an individual uniquely. This 
kind of processing of biometric data is only lawful if consent has been 
obtained from the data subject or if it is “strictly necessary”, and if it meets 
at least one of the conditions in Schedule 8 of the DPA 2018.

Part 4 of the DPA 2018 concerns data processing by UK intelligence services, 
defined as MI5, MI6 and GCHQ. Usage of biometric data for identifying 
individuals is categorised as sensitive processing and can only be done if 
certain conditions in Schedule 9 and Schedule 10 are met.

The Information Commissioner’s Office (ICO) is the primary oversight body 
for biometrics in the UK, as it is responsible for enforcing data protection 
and freedom of information rights. The ICO has so far issued two opinions 
on facial recognition technology, focusing on law enforcement use,538 and 
the use of biometric technology for identification and categorisation in 
public places.539

PACE and anti-terrorism acts

Police and other law enforcement authorities in the UK have specific powers 
to collect and retain biometric data for criminal justice and anti-terrorism 
purposes. These powers are granted through various legislations, including 
the Police and Criminal Evidence Act 1984 (PACE),540 the Terrorism Act 
2000,541 the Counter-Terrorism Act 2008, the Terrorism Prevention and 
Investigation Measures Act 2011, and the Counter-Terrorism and Border 
Security Act 2019.

Under PACE, the police have the power to take fingerprints, “intimate 
and non-intimate” (DNA) samples, and photographs of suspects subject 
to a criminal investigation. Section 63D of PACE requires fingerprints and 
DNA profiles derived from DNA samples to be destroyed if it appears they 
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were taken unlawfully, or based on an unlawful arrest or an arrest premised 
on mistaken identity.

The Terrorism Act 2000 grants police the power to stop, question and 
detain individuals at ports or border areas to determine if they are involved 
in acts of terrorism, and authorises the collection of biometric data in 
certain circumstances. Schedule 8 outlines the circumstances under which 
fingerprints and non-intimate DNA samples can be taken, including 
without consent if authorised by a superintendent. Schedule 8 sets up 
a general retention period of 6 months at maximum, unless a national 
security determination authorises their retention for a longer period. Similar 
provisions for biometric data retention also appear in other legislation 
related to counter-terrorism measures. 

PoFA

The Protection of Freedoms Act 2012 (PoFA)542 was partly enacted as a 
reaction to the ECtHR decision in the S. and Marper case, which found 
that the UK’s collection and retention of biometric data violated Article 8 of 
the ECHR. The PoFA regulates the processing of biometric data by public 
and private actors, and includes provisions for retaining and deleting DNA, 
fingerprints, photographic images and video surveillance. The PoFA also 
inserted provisions for retaining and deleting biometric data in the Police 
and Criminal Evidence Act 1984 (PACE) and established the Biometrics 
Commissioner and Surveillance Camera Commissioner, responsible for 
making national security determinations and keeping under review the use 
and retention of biometrics.

Additionally, Chapter 2 of Part 1 of the PoFA provides for the specific 
protection of children’s biometric information in schools, requiring 
parental consent and providing alternative means for children who object 
to the processing of their biometric information. If a child objects to their 
biometric information being processed, even if the parent consents, the 
school must provide reasonable alternative means for the child to participate 
in activities.

The Biometrics Commissioner’s role, established under the PoFA, is 
independent of the government and has limited scope in reviewing the use 
of biometric data. The Commissioner’s four specific functions include:

 » reviewing the retention and use of DNA samples;
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 » determining applications to retain DNA profiles and fingerprints;

 » reviewing national security determinations; and

 » providing reports to the Home Secretary (the UK’s Interior 
Minister).

Although the scope is limited, the Commissioner can address topics beyond 
its immediate scope due to the power to report on any matter relating to its 
functions.

The Surveillance Camera Commissioner has three primary functions:

 » encouraging compliance with the Surveillance Camera Code of 
Practice;

 » reviewing the operation of the Code; and

 » providing advice to the government regarding changes or breaches 
of the Code.

The definition of “surveillance camera systems” used by the Surveillance 
Camera Commissioner includes CCTV and any system associated 
with it or connected to it, including vision-based biometrics. Although 
the Commissioner does not have enforcement functions or powers of 
inspection, it provides advice on the effective and appropriate use of 
surveillance camera systems, including biometric technologies, which must 
be justified, proportionate, and for a stated purpose. The updated Code of 
Practice provides guidance on the use of live facial recognition technology 
by chief officers of police, including establishing an authorisation process 
and criteria for deployment.

The roles of the Biometrics Commissioner and Surveillance Camera 
Commissioner for England and Wales were merged into a single appointment 
in March 2021, prompting criticism from the previous post-holders.543 No 
new law has been introduced to define the new role, and the legal basis is 
expected to remain the same. The government suggested in September 2021 
that the functions of the Commissioner’s role could be integrated into the 
ICO, a move which as of 2023 seems to be in motion.

Notably, the situation in Scotland is different from England and Wales, 
and the Scottish Biometrics Commissioner (SBC) was appointed in 2020 
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through the Scottish Biometrics Commissioner Act.544 In 2022, the SBC 
brought in a binding Code of Practice for the processing of biometric data 
by police.545 When it comes to oversight of the police, the SBC also possesses 
investigatory powers. As explored here and later in the Practice section, the 
police use of live facial recognition in public spaces has been prolific in 
England and Wales, whereas to date, these systems have never been deployed 
in Scotland.

CASE LAW

As mentioned, the ECtHR decision of S. and Marper v United Kingdom 
(2008)546 had a crucial role in interpreting the impact of biometric data 
processing on human rights. The ECtHR concluded that the collection 
of biometric data about a person “allowing his or her identification with 
precision in a wide range of circumstances” is “capable of affecting his or her 
private life” and gives rise “to important private-life concerns”.

In addition, for the collection and retention of biometric data to be lawful, 
the Court found that it is essential to have “clear, detailed rules governing 
the scope and application of measures, as well as minimum safeguards 
concerning, inter alia, duration, storage, usage, access of third parties, 
procedures for preserving the integrity and confidentiality of data and 
procedures for its destruction, thus providing sufficient guarantees against 
the risk of abuse and arbitrariness”.

The case of R (Bridges) v Chief Constable of South Wales Police (2020) dealt 
with the police use of automatic live facial recognition (LFR) technology 
on crowds.547 The Court of Appeal found that the use of LFR by the 
police was unlawful as it breached privacy rights, data protection laws, and 
equality legislation. It also held that South Wales Police piloting of LFR 
had not satisfied the “in accordance with law” requirement and, as such, 
violated Article 8 of the ECHR since the legal framework was insufficient 
to protect individual rights. The High Court pointed out that Article 8 is 
engaged whenever biometric data are captured, stored or processed, even 
momentarily.

If a measure interferes with Article 8 of the ECHR and is in accordance with 
the law, the next step is to consider whether it is necessary and proportionate 
in a democratic society. That requires identifying a legitimate aim, assessing 
whether the interference is proportionate to achieving that aim, and that 
the means that will be pursued are effective. Proportionality is assessed by a 
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four-stage test established by the UK Supreme Court in Bank Mellat v HM 
Treasury (No 2) (2013).548

The four stages of the test are: (1) whether the objective of the measure 
pursued is sufficiently important to justify the limitation of a fundamental 
right; (2) whether it is rationally connected to the legitimate aim; (3) whether 
a less intrusive measure could have been adopted without unacceptably 
compromising the objective; and (4) whether a fair balance has been struck 
between the rights of the individual and the interests of the community, 
taking into account the severity of the consequences.
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UNITED STATES
CONTEXT

The use of facial recognition technology (FRT) in 
particular — as opposed to other types of biometric 
surveillance — is very present in the United States, 
and has been highlighted in several FRT monitoring 
projects,549 and reports,550 due to how prolific its use is.

Despite this, regulation on FRT in the US is currently 
a patchwork of laws that regulate different aspects of 
the technology at state or other local levels, including 
municipalities. These laws are very different from one 
another in terms of what they regulate: some address 
commercial use, others tackle law enforcement use or 
even more specific situations such as use in schools,551 in 
the workplace,552 or exceptions for purportedly tackling 
child sexual abuse and human trafficking.553

Notably, there is no law on the federal level that 
regulates the use of FRT. This gap has been recognised, 
and there have been several initiatives and proposals on 
how Congress should approach this matter, but as of 
yet, with no resolution.554 

A moratorium, which would effectively ban the use of 
facial recognition by law enforcement in the US for a set 
time period, has been proposed on several occasions,555 
most recently in 2023 in the form of the “Facial 
Recognition and Biometric Technology Moratorium 
Act of 2023”.556 According to this proposal, a prohibition 
on the use of FRT by federal entities can only be lifted 
with an act of Congress. The bill should regulate the 
use of other biometric data as well, such as voice and 
gait recognition. The enactment of this bill would not, 
however, prevent the states and localities from enacting 
their own laws that more strictly regulate the use of 
facial recognition and other biometric technologies.557
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One of the proposals on how to set limits on, instead of fully prohibit, FTR 
came up in 2022 in the form of a draft “Facial Recognition Act”.558 The 
idea of this proposal is to set up a regulatory regime for state and federal law 
enforcement use of FRT, both in cases when there are risks because FRT 
doesn’t work well, and in cases when it works as intended, but enables uses 
by law enforcement which would unacceptably limit human rights.559 The 
proposed legislation would prevent law enforcement officials from utilising 
face recognition software in ways that could amount to mass surveillance, 
including utilising the technology in conjunction with dashboard and body 
cameras, as well as when there are public demonstrations.560

Based on the experiences at state level, there have been proposals for which 
elements of FRT should be regulated on a federal level, such as implementing: 
(i) a court warrant requirement based on probable cause; (ii) a serious crime 
requirement; (iii) transparency of use; (iv) safeguards so that FRT cannot be 
the sole basis for an arrest; (v) the prohibition of untargeted scans where the 
system identifies all individuals in a video feed; and (vi) setting up testing 
and accuracy standards.561

LAWS

Overview of the US legal landscape

According to the taxonomy of approaches for regulating FTR in the US 
proposed by the AI Now Institute, there are three general legislative 
options: (i) complete bans; (ii) moratoria that can be further broken down 
into two types: time-bound moratoria, which “pause” the use of FRT for a 
set amount of time, and directive moratoria, which “pause” until legislative 
action is taken that will supersede the moratoria; and (iii) regulatory bills 
which create parameters.562

Complete bans and moratoria on the state or private use or both have 
mostly been introduced by municipal governments,563 or proposed on state 
and other local levels.564 Some states have introduced moratoria that were 
replaced by subsequent regulation, as was the case in Virginia in 2022,565 
and Vermont in 2021 (where the complete ban was somewhat relaxed for 
strictly limited exceptions), which are elaborated in more detail later in this 
section.566 In California, for example, the 2019 moratorium simply expired 
(without a replacement law being passed, although some proposals were on 
the table).567 The situation is similar in New Orleans, where the moratorium 
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was dropped over a period of two years.568 The reasoning behind this change 
of heart was presumed to be an increase in violent crimes,569 and an increase 
in industry lobbying.570

The regulation of the use of facial recognition and other biometric systems 
for both commercial and private purposes was pioneered by the state of 
Illinois, which passed the Biometric Information Privacy Act (BIPA) in 
2008.571 BIPA regulates the collection of biometric data and limits private 
companies’ right to collect such data without consent. It also creates a 
right of action (the right, here for an individual, to take legal action against 
someone in a court of law) and a right to compensation for damages from 
offending companies. In 2009, Texas passed a similar law,572 except it lacked 
the right for individuals to sue, i.e. claims for violations can only be filed by 
the state. Similar laws have been enacted in the state of Washington, the city 
of Portland and New York City.573

When it comes to the specifics of the legal provisions that regulate facial 
recognition — as well as occasionally other forms of biometric surveillance 
— for law enforcement purposes, several overlapping options have emerged 
in the US. A comprehensive overview by the Center for International 
and Strategic Studies (CSIS) of the enacted laws and available legislative 
proposals, at federal state and other local levels, identifies a number of legal 
options to address different phases of the development and deployment of 
systems, as summed up below.574 

Some US laws regulate the phase before the technology is implemented, by 
asking for the authorisation and/or oversight of the deployment of facial 
recognition systems by governments. For example, in some states, there 
is a requirement to seek permission from a legislative body before law 
enforcement agencies can purchase and install facial recognition systems (as 
seen in both Washington and Colorado via a mandatory notice of intent). 
In some other states, there are mandatory steps before the technology can be 
used by law enforcement agencies in a concrete case, such as: (i) instituting 
oversight through authorisation for a small number of organisations to use 
facial recognition (in Massachusetts and Utah, police must submit written 
requests to state agencies, which then determine whether to conduct the 
search on their behalf); and (ii) imposing judicial oversight by requiring 
law enforcement agencies to obtain a warrant or a court order before using 
facial recognition (Washington, Colorado and Massachusetts).
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Circumstances under which FRT can and cannot be used vary significantly. 
Some laws include lists of cases when FRT use is allowed, thereby excluding 
all other situations from permissible use (such as Vermont), and usually 
include crime-related and investigative uses, sometimes limited to only 
certain crimes (as in Utah), or specifically for the search for missing or 
deceased persons (Washington, Colorado, Maine, Virginia, Utah and 
Massachusetts). Other laws specifically prohibit certain uses, such as 
searches made on the basis of an individual’s religion, race, gender, political 
affiliation, or any other characteristics protected by law (Washington 
and Colorado); and/or positive matches being used to establish probable 
cause in a criminal investigation, in the absence of other forms of evidence 
(Washington, Colorado, Maine, Virginia and Alabama); or the creation of 
a record describing an individual’s exercise of rights guaranteed by the First 
Amendment (that protects freedom of speech, the press, assembly, and the 
right to petition the Government for a redress of grievances), although the 
exact content of this prohibition remains to be seen in time (Washington 
and Colorado).575

Requirements for transparency come in various forms. Some laws require 
that already in the procurement procedure some features of the technology 
that is to be purchased are established (an accountability report must be 
prepared in Washington and Colorado prior to developing, procuring, 
or using a facial recognition system or service). Some laws regulate that 
the public — i.e. people affected — must be properly notified before the 
technology is deployed (Utah), or that notice must be given to defendants 
if facial recognition was used to assist in an investigation (Washington and 
Colorado). Many states also have requirements that, after facial recognition 
technology has been deployed, the details and results of its use are made 
available to the public in the form of different reports (whose content is also 
regulated).

Technology testing requirements may include (i) the obligation to test 
the technology in operating conditions before it is used; and (ii) ongoing 
testing to check performance differences and enable the mitigation of 
any “unfair” performance discrepancies across various “subpopulations” 
(Washington and Colorado). Similarly, (iii) to mitigate the risk of mistakes 
and misidentification, some laws require human intervention to verify 
a positive match in certain situations (Washington, Colorado and Utah). 
Some laws also (iv) regulate training obligations for persons (i.e. employees) 
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who are actually operating the technology (Washington, Colorado, Utah, 
Virginia and Kentucky).

Finally, some laws explicitly make a distinction between ongoing or real-
time surveillance (Washington, Colorado and Virginia), and treat it more 
restrictively than subsequent retrospective surveillance (for example the 
analysis of CCTV feeds), while in many states only the latter is permitted.

There are also other ways of categorising these different legislative 
approaches. The University of Pennsylvania differentiates between the laws 
that: (i) limit the circumstances in which facial recognition can be used; 
(ii) evaluate the technology against predefined principles or guidelines 
for appropriate usage; (iii) ensure public engagement and approval as 
a prerequisite to the deployment of the technology; and (iv) stipulate 
comprehensive requirements that combine aspects of the aforementioned 
three approaches.576

The following sections provide an overview of legal provisions regulating 
facial recognition technology throughout the US at the time of writing, 
followed by a description of the particular state laws.

Summary of legal provisions at the states level

Legal provisions regulating FRT use by law enforcement agencies from 
different state laws can be classified based on several criteria, including their 
popularity (from those that are most common to those that are somewhat 
“exotic”) or phase of the FRT use that they regulate. The summary that 
follows is a non-exhaustible list of legal solutions present in the US to date 
taking in particular these two criteria into account.

Legal regime only for law enforcement or also for other state authorities

Some states have laws that specifically target law enforcement agencies 
with their facial recognition regulations. These are Virginia, Alabama, 
Massachusetts, Vermont and Kentucky. Other states aim to have rules that 
regulate how FRT can and cannot be used by other state authorities as well.

In Washington and Colorado, the law applies to state and local government 
agencies. In Maine, it applies to state, county or municipal government or 
a department, agency or subdivision thereof, or any other entity identified 
in law as a public instrumentality, including, but not limited to, a law 
enforcement agency and its public employees or officials. In Utah, the law 
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is directed at government entities, while the list of the exact such entities is 
specified in the text of the law.

Legal regimes that have a general ban subject to exceptions, allow for 
specific uses, or explicitly ban some uses

Laws in the US vary in terms of how they generally approach FRT regulation. 
Most laws start with the general ban on FRT use and then allow for some 
exceptions. Others do not spell out the ban or prohibition but do regulate 
circumstances or situations when the technology can be used.

It might be interpreted that this distinction is only a variation in the 
wording used and that the end result is the same — FRT use is legal only 
in the presence of the exception, situation or circumstances specified in the 
law.

However, it can also be argued that this is not only a semantics issue, but 
that the chosen approach can have some legal consequences. One of the 
general rules or guidance that lawyers use in order to interpret the law is 
that exceptions are to be interpreted narrowly, commonly referred to with 
the Latin phrase “expressio unius esclusio alterius”. The application of this 
interpretative tool could effectively narrow down the permissible use cases 
for facial recognition in the states that took the “exceptions’’ approach. 
On the other hand, there is interpretative guidance according to which 
a provision may apply by analogy to a situation that is similar to the one 
spelt out in that legal provision, but not expressly mentioned. This rule, 
“ejusdem generis’’ in Latin (or “of the same kind”), may be used to broaden 
the scenarios in which permissible uses are applicable, i.e. it can widen the 
application of the FRT in the states that took the latter approach.

Vermont, Alabama, Utah and Maine took the first approach, while 
Massachusetts assumed the second one.

Some states have provisions that explicitly ban certain FRT uses, in order 
to make sure that no interpretation tools can be used to legalise them. Such 
provisions are to be found in the laws of Washington, Colorado, Virginia 
and Utah. 

Real-time surveillance

Some laws explicitly regulate the use of facial recognition tools in real-
time, or other similar scenarios. These rules, therefore, directly tackle mass 
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biometric surveillance scenarios via use of facial recognition tools. The states 
that have some legal rules on this, mostly forbid real-time or near real-time 
surveillance or exceptionally allow it under some very limited conditions.

Colorado law defines “ongoing surveillance” as the continual use of a facial 
recognition service by an agency to track in real-time the physical movements 
of a specified individual through one or more public places. However, this 
definition does not include a single recognition or attempted recognition of 
an individual if no attempt is made to subsequently track that individual’s 
movement over time after the individual has been recognised. “Persistent 
tracking” is defined as the use of FRT by an agency to track the movements 
of an individual on a persistent basis without identification or verification 
of the individual. The tracking becomes persistent as soon as (i) the facial 
template that permits the tracking is maintained for more than forty-eight 
hours after first enrolling that template; or (ii) data created by the facial 
recognition service is linked to any other data such that the individual who 
has been tracked is identified or identifiable.

The law continues by regulating that the law enforcement agency shall not 
use a facial recognition service to engage in ongoing surveillance, conduct 
real-time or near real-time identification, or start persistent tracking unless: 
(i) the agency obtains a warrant authorising such use; (ii) such use is necessary 
to develop leads in an investigation; (iii) the agency has established probable 
cause for such use; or (iv) the agency obtains a court order authorising the 
use of the service for the sole purpose of locating or identifying a missing 
person or identifying a deceased person.

Washington law has the same definition of “persistent tracking” and a 
similar definition of “ongoing surveillance”, with one addition. Namely, it 
specifies that an ongoing surveillance includes the use of FRT in real-time, 
but also through the application of a facial recognition service to historical 
records. Regulation of situations when ongoing surveillance, real-time or 
near real-time identification, or persistent tracking would be allowed are 
also somewhat different when compared to Colorado laws, and include 
situations when (i) a warrant is obtained authorising the use of the service 
for those purposes; (ii) exigent circumstances exist; or (iii) a court order is 
obtained authorising the use of the service for the sole purpose of locating 
or identifying a missing person, or identifying a deceased person. 

According to the laws in Virginia, the law enforcement agency is not allowed 
to (i) use FRT for tracking the movements of an identified individual in a 
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public space in real time; or (ii) create a database of images using a live video 
feed to use FRT. 

Evaluation of the technology before it is used

Both Washington and Colorado laws regulate the procedure to be 
undertaken before any facial recognition service is put in use, which is 
twofold: (i) notice of intent must be submitted to the competent body, and 
then (ii) an accountability report must be prepared and made public. The 
content of the accountability report is regulated in detail in the text of both 
laws and includes, inter alia, technical specifications, management policy, 
testing procedure, rate of false matches, and description of impact of the 
facial recognition use on civil rights and liberties. Before the accountability 
report is adopted, it has to be available for public debate.

In Virginia, the law regulates that any facial recognition technology in use 
shall utilise algorithms that have demonstrated (i) an accuracy score of 
at least 98% true positives within one or more datasets, and (ii) minimal 
performance variations across demographics associated with race, skin tone, 
ethnicity or gender. This test is to be performed by the National Institute 
of Standards and Technology as part of the Face Recognition Vendor Test 
before the technology is purchased. In addition, any local law-enforcement 
agency must have in place a policy regarding the use of facial recognition 
technology before employing such technology to investigate a specific 
criminal incident or citizen welfare situation, or it may adopt the State 
Police Model Facial Recognition Technology Policy (if the agency opts to 
develop their own policy, it must meet or exceed the standards set forth 
in such state model policy). The agency must publicly post and annually 
update its policy.

When compared to the GDPR rules, these provisions seem to be following 
the same logic as a requirement that DPIA must be prepared before 
deployment of the technology that might result in a risk for the rights and 
freedoms of natural persons.

Transparency after the technology is used

In the phase after the technology is used for some time, several laws 
regulate that there must be a level of transparency that would enable public 
accountability. Such transparency provisions are mostly to be found as the 
requirement for reports to contain some statistical information. Therefore, 
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this is somewhat different to GDPR-like regimes, where transparency is 
primarily to be achieved via privacy policies and similar documents (that 
must contain all the information in line with Articles 12 and 13 of the 
GDPR).

In Washington and Colorado, appropriate records must be kept by the 
authorities that have used the technology, but also by judges who issued or 
extended warrants for the use of the technology, or denied the approval for 
such warrants. Both also have to provide annual reports, whose contents are 
regulated in the law.

In Virginia, any agency that uses facial recognition technology must publicly 
post and annually update a report to provide information to the public 
regarding the agency’s use of FRT. The minimum content of the report 
is regulated by the law. The agency must also publicly post and annually 
update its policy regarding the use of facial recognition technology.

In Utah, government entities must release statistical information regarding 
facial recognition comparisons, upon request. Such statistical information 
may include (i) the different types of crime for which the government 
entity received a request; (ii) how many requests the government entity 
received for each type of crime; and (iii) the number of probable matches 
the government entity provided in response to each request. The entity 
must also prepare annual interim reports to the government’s competent 
committee. In addition to statistical information from points (i) to (iii), 
the report must also include the image source from which the department 
made each match. The law explicitly regulates that in responding to a 
request for a release of statistical information or preparing the respective 
report, a government entity may not disclose details regarding a pending 
investigation.

The law in Maine regulates that the authorities performing searches must 
maintain logs that track all requests for searches of facial surveillance 
systems received and performed by them. De-identified logs containing 
the date of the search request, the name of the public employee or public 
official who made the request and the name of the department for which 
the employee or official works, the databases searched, the statutory offence 
under investigation and the race and sex of the person under investigation 
are public records for the purpose of state regulations that regulate freedom 
of access to public information.
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Pursuant to the law in Massachusetts, agencies must document (again, in 
content regulated by the law) each facial recognition search performed, 
and provide such documentation quarterly to the executive office of public 
safety and security. This office has the obligation to annually publish on its 
website documentation received from law enforcement agencies, as well as 
additional data for the previous calendar year with total numbers from the 
whole state (as is also regulated in law in detail).

Ongoing testing

Several states have rules that aim to make sure that the conditions the 
technology must fulfil are met not only before the technology is purchased 
or put into function, but also throughout its life cycle. These types of 
provisions are not so common outside the USA.

Washington and Colorado laws have the most elaborated rules on how the 
technology must be tested for accuracy and bias control. Prior to deploying 
FRT that will be used for making decisions that produce legal effects on 
individuals or similarly significant effects, such service must be tested in 
operational conditions. Furthermore, an agency must require a service 
provider to make available an application programming interface or other 
technical capabilities to enable legitimate, independent, and reasonable 
tests for accuracy and unfair performance differences across distinct 
subpopulations (such subpopulations being defined by visually detectable 
characteristics such as race, skin tone, ethnicity, gender, age, etc.). If the 
results of the independent testing identify material unfair performance, 
the provider must develop and implement a plan to mitigate the identified 
differences.

In Virginia, an annual test must be done to verify that the conditions for 
deployment of the technology are still satisfied, i.e. according to the law, 
all approved vendors must annually provide independent assessments and 
benchmarks offered by the National Institute of Standards and Technology 
to confirm continued compliance with the legal requirements..

Training of personnel

Another US-specific type of legal requirement is, again, aimed at making 
sure that the technology is used in a legal manner. Not only must the 
technology satisfy predefined conditions and be tested regularly, but the 
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people who work with that technology must be knowledgeable about how 
to properly use it.

The training of officers or officials who will use FRT in practice is regulated 
in detail in Washington and Colorado laws, including the training 
requirements. These should cover as a minimum: (i) the capabilities and 
limitations of the FRT; (ii) procedures to interpret and act on the output 
of the FRT; and (iii) to the extent applicable to the deployment context, 
the meaningful human review requirement for decisions that produce legal 
effects concerning individuals or similarly significant effects. 

Other laws do not go into so much detail. Pursuant to the law in Virginia, 
the Department of State Police must develop and publish a State Police 
Model Facial Recognition Technology Policy. This model policy must, inter 
alia, include requirements for training facilitated through the department, 
covering the nature and frequency of specialised training required for an 
individual to be authorised by a law enforcement agency to utilise FRT. 

Similarly, the law in Kentucky regulates that a model policy will be 
developed by an appointed working group, and such policy will specify 
training procedures and processes to ensure all personnel who utilise FRT 
or access its data are knowledgeable about and able to ensure compliance 
with the policy. 

 Probable cause in a criminal investigation

This requirement is to be interpreted in accordance with US criminal 
law provisions. However, since facial recognition in the context of law 
enforcement use is, to a large extent, directly related to investigations and 
criminal procedures, similar legal provisions can be found in other legal 
systems as well. For example, in India, the Delhi police relied on Indian 
criminal law as an alleged legal basis for their use of FRT (although Indian 
criminal law does not spell out any rules on the significance of facial 
recognition-related evidence in criminal procedures). 

Several US states regulate prohibition on the use of positive matches from 
FRT to establish probable cause in a criminal investigation, with some 
local differences. In Alabama, the law adds a rule that a state or local law 
enforcement agency may not use match results to make an arrest.

Alabama, Washington and Colorado laws regulate that the results of a facial 
recognition service may be used in conjunction with other information and 
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evidence lawfully obtained by a law enforcement officer to establish probable 
cause in a criminal investigation (or also to make an arrest in Alabama).

According to the law in Virginia, a match made through FRT shall not be 
included in an affidavit to establish probable cause to issue a search warrant 
or an arrest warrant, but shall be admissible as exculpatory evidence.

According to the law in Maine, facial surveillance data does not, without 
other evidence, establish probable cause justifying arrest, search or seizure.

Limited scope of crimes

The use of FRT by law enforcement agencies is generally directed to the 
investigation of crimes. While most of the US laws do not differentiate 
between crimes in terms of permissible uses, some states have limited such 
uses of facial recognition tools to more serious crimes. 

Maine law contains a definition of a serious crime and limits the permitted 
purpose for facial recognition uses to investigate such serious crimes when 
there is probable cause to believe that an unidentified individual in an image 
has committed it. “Serious crime” is defined as any crime punishable by a 
term of imprisonment of one year or more and some specific crimes regulated 
in their Statutes — if the law of Maine applies to legal qualification. If the 
criminal laws of another jurisdiction are applicable, serious crime is defined 
as a crime that involves the use of a firearm or other dangerous weapon 
against a person or is punishable by a term of imprisonment of one year or 
more.

The law in Utah limits uses to investigations of a felony or a violent crime or, 
more generally, a threat to human life. 

When it comes to situations in other worldwide jurisdictions, the first and 
second draft of the legal provisions in Serbian draft laws that would regulate 
FRT use by the police included all the crimes that are to be prosecuted by 
the state, i.e. crimes procedure based on private claims were not covered. 
However, the latter category includes very few crimes, such as those against 
dignity and intellectual property rights, or some minor crimes like slight 
physical injuries or petty theft.
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Identification of a deceased and/or missing person

Laws in Washington and Colorado have the same provision on this topic — 
the law enforcement agency can use a facial recognition service if it obtains a 
court order authorising the use of the service for the sole purpose of locating 
or identifying a missing person or identifying a deceased person.

The definition of an “authorised use” of FRT in the law of Virginia includes 
the identification of a deceased or missing person. Similarly, the law in 
Maine allows for the use of FRT by government entities if the purpose is 
assisting in the identification of a person who is deceased or believed to be 
deceased, as well as of a missing person.

Two states excluded the identification of a missing person as a permissible 
use case. In Utah, the use of FRT is allowed for the purpose of identifying 
an individual who is deceased, incapacitated, or at risk and otherwise unable 
to provide the law enforcement agency with his or her identity. The law 
in Massachusetts regulates that a law enforcement agency can use FRT 
without a court order in order to identify a deceased person.

Requirement for human intervention

While some laws take into account that humans may make errors, and 
thus require that persons who use technology in practice must be properly 
trained to do so, other laws take into account that the technology will make 
errors as well.

Laws in Washington and Colorado regulate situations when humans 
must verify positive matches. According to laws in both of these states, an 
agency using FRT to make decisions that produce legal effects concerning 
individuals, or similarly significant effects on individuals, must ensure that 
those decisions are subject to meaningful human review. “Meaningful 
human review” is defined as a review or oversight by one or more trained 
individuals who have the authority to alter the decision under review.

According to the law in Utah, if the facial recognition system indicates a 
possible match, an authorised employee must make an independent visual 
comparison of such a match. The law details further procedure depending 
on whether such visual comparison shows that the match is just possible 
or probable. Probable matches must go through a second round of human 
comparison, and this second opinion is to be given by another trained 
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employee or a competent supervisor. Thus, the final decision about whether 
to treat the match as probable is always to be made by a human.

Authorisation to run the search

Some states have adopted a rule according to which police officers cannot 
have direct access to FRT to run comparisons, but must require another 
authority to do so. This is a sort of safeguard against the unauthorised use 
or misuse of the technology by the police.

In Maine, the requests for searches of facial surveillance systems go through 
the Bureau of Motor Vehicles, except in some narrow and specific situations.

In Massachusetts, any law enforcement agency performing or requesting 
a facial recognition search using FRT shall only do so through a written 
request submitted to the registrar of motor vehicles, the Department of 
State Police, or the Federal Bureau of Investigation.

In Utah, a law enforcement agency should submit a request for a facial 
recognition comparison on an image database to the government entity that 
manages the respective database, or the Department of Public Safety if the 
database in question is shared with or maintained by that department.

Penalties for officers who violate the law

Some states prescribe penalties for officers or other persons who use the 
technology in violation of the law. This approach could probably be related 
to the general legal regime in those states, where implementation of this 
provision has some track record in practice in similar scenarios. Even though 
this seems like a powerful legal tool to deter a person from acting contrary to 
their legal obligations and duties, it is unlikely to be followed in legal systems 
(like in some civil law countries) that do not generally take this approach to 
secure the accountability of public officials.

The law of Virginia imposes such a penalty for any operator employed by 
a local law enforcement agency who (i) violates the agency’s policy for the 
use of FRT or (ii) conducts a search for any reason other than an authorised 
use. Such an operator is guilty of a misdemeanour and shall be required to 
complete training on the agency’s policy on authorised uses of technology 
before being reinstated to operate such FRT. The local law enforcement 
agency shall terminate from employment any FRT operator who violates 
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clause (i) or (ii) for a second time. An operator who commits a second or 
subsequent violation is also guilty of a more serious misdemeanour.

According to the law that regulates the use of facial recognition in Maine, a 
public employee or public official who, in the performance of their official 
duties, violates the provision of the law may be subject to disciplinary action, 
including, but not limited to, retraining, suspension or termination, subject 
to the requirements of due process and any applicable collective bargaining 
agreement.

Moratorium until there are relevant regulations in place

Vermont and Kentucky have passed laws which effectively put a moratorium 
on the use of FRT by law enforcement agencies until there are relevant legal 
rules in place for such use.

In Vermont, rules must be passed by the General Assembly of Vermont.

In Kentucky, a working group on facial recognition technology was 
established with a mandate to create a policy specifying rules on the use of 
FRT by law enforcement agencies. The law sets a deadline for producing 
such a policy by 1 January 2024.

Exception for criminal investigation into the sexual exploitation of children

Vermont law bans all facial recognition uses for the time being, but does 
provide for one exception: enforcement purposes during a criminal 
investigation into the sexual exploitation of children.
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State of Washington 

In March 2020, the state of Washington passed a comprehensive bill that 
regulates the use of facial recognition by all government entities, state and 
local, including law enforcement (with an effective date of 1 July 2021).577 
Some commentators described the bill as an attempt to find a compromise 
between an outright ban on FRT and its indiscriminate use.578 The aim of 
introducing the bill was two-fold: to create a legal framework by which FRT 
can be used to the purported benefit of society, while protecting society 
from uses that threaten democratic freedoms and put civil liberties at risk.579

The American Civil Liberties Union (ACLU) voiced concerns that the bill’s 
safeguards were too weak, and that the law lacks “meaningful accountability 
or enforcement measures”. It was further criticised for allowing the use of 
FRT when making government decisions regarding financial and lending 
services, housing, insurance, education, criminal justice, employment, 
health care and basic necessities as long as those decisions undergo a loosely-
defined “meaningful human review”.580 

Since the bill was sponsored by a senator who at the time worked as a senior 
programme manager at Microsoft, there has been speculation regarding 
Microsoft’s undue influence in the legislative process.581

The bill regulates different aspects of FRT deployment, including 
imposing obligations before the deployment of technology, as well as some 
transparency and accountability mechanisms. Based on the text of the law, 
these rules can be summed up as follows:582

 » Notice of intent and accountability reports — The bill 
creates an obligation for any agency wanting to use FRT to file a 
notice of intent with the appropriate legislative authorities before 
deploying the technology. The agency must also create a public 
“accountability report” which would provide details about a 
number of points listed in the bill (the agency can commence 
working on the accountability report once it files the notice of 
intent by the legislative authority). Before the facial recognition 
system is implemented, the report will be open to public review 
and comments, and has to be updated when required.

 » Human review and testing — Agencies that use FRT to 
make decisions that produce legal effects concerning individuals 
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must test it in operational conditions and must also ensure 
those decisions are subject to “meaningful” human review — 
although this term is poorly defined, raising questions about how 
meaningful this review would actually be.

 » Performance discrepancies — To enable independent testing 
for accuracy and to ensure that there are not “unfair” performance 
discrepancies across various “subpopulations”, agencies must 
mandate that a service provider make an application programming 
interface (API) available. If the independent testing uncovers 
unfair performance discrepancies between subpopulations, 
the provider must create and carry out a plan to correct them. 
However, as discussed at length in the Practice section, such 
a narrow focus on technical bias can obfuscate broader harms, 
especially at the societal level, such as systemic racism. This is 
especially the case here, where surveillance uses are still permitted, 
despite the systemic risks that they pose to rights including 
privacy, equality and non-discrimination.

 » Training — Employees who work with FRT must receive regular 
training. Minimum training requirements are specified in the bill.

 » Record-keeping — Any agency using FRT must maintain 
records that are sufficient to facilitate public reporting and 
auditing of compliance.

 » Criminal law and judiciary — Agencies are obliged to 
proactively inform a defendant before trial when facial recognition 
has been used in their case. Agencies and judges involved in 
granting, extending or denying warrants for FRT must provide 
annual reports with at least the information regulated in the bill.

 » Use for surveillance, including real-time identification and 
persistent tracking — Agencies are allowed to use FRT for 
ongoing surveillance, real-time or near-real-time identification, 
and persistent tracking (defined in the bill as tracking an 
individual’s movements without identifying that individual) 
only in three scenarios: (i) with a warrant; (ii) if there are exigent 
circumstances; or (iii) with a court order for the sole purpose of 
locating or identifying a missing or deceased person.
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 » Prohibitions — The bill prohibits several uses explicitly, such 
as (i) applying facial recognition based on religious or political 
views, gender, gender identity, actual or perceived race, ethnicity, 
citizenship, age, or disability (while the bill explicitly regulates 
that this prohibition does not condone profiling including, but 
not limited to, predictive law enforcement tools). FRT may also 
not be used: (ii) to identify an individual based on a sketch or 
other manually produced image (although notably, it does not 
address the use of images of lookalikes, such as the example of a 
photo of the actor Woody Harrelson being used by police in New 
York to search for a suspect that they thought resembled him); 
(iii) to create a record that describes an individual’s exercise of 
their First Amendment rights; or (iv) as the sole basis to establish 
probable cause in a criminal investigation. (However, results of a 
facial recognition search may be used in conjunction with other 
information and evidence lawfully obtained by a law enforcement 
officer to establish probable cause in a criminal investigation.)

 » Exemptions from the law — The bill does not apply to the 
use of a facial recognition matching system by the department 
in charge of issuing driving licences, nor to situations where a 
federal agency is involved.

 » No task force — The proposed text of the bill aimed to establish 
a task force to study and provide recommendations on several 
issues arising from the use of FRT, but this section of the bill was 
vetoed by the Governor as it did not have an allocation in the 
budget. 

State of Colorado

Colorado has enacted a very detailed facial recognition law which regulates 
its use by law enforcement agencies, and also other local government 
agencies. The Senate Bill 22-113 was adopted in May 2022 and it came into 
force in August of the same year.583

The structure of the law is very similar to the law enacted in Washington. 
While the rules are almost the same, there are differences in certain rules and 
in the wording of the legal provisions. The similarities are as follows:584
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 » there is an obligation to prepare and file a notice of intent and 
accountability reports;

 » meaningful human review and testing must be in place in case 
of any decisions that can produce legal or similarly significant 
effects concerning individuals;

 » in order to mitigate performance discrepancies, service 
providers must make the technical capability available to enable 
accuracy tests;

 » training of individuals who operate the FRT must be organised; 

 » the deploying agency must maintain records sufficient to 
facilitate public auditing;

 » the deploying agency must disclose its use of a facial recognition 
search on a criminal defendant prior to trial; and

 » deploying agencies and judges must report the required 
information on their involvement in FRT use.

There are, however, some points in which the Colorado bill departs from 
the Washington bill:

 » The content of the accountability report is slightly different, 
as the Colorado bill does not require the report to contain 
information on how the service provider and the agency intend 
to fulfil security breach notification obligations. The Colorado 
bill also regulates for limited situations when the agency does not 
have to prepare a report (largely when the use of facial recognition 
will be for commercial and not governmental purposes).

 » Ongoing surveillance, including real-time or near real-time 
identification and persistent tracking, is allowed under somewhat 
different conditions than in Washington State, i.e. only if (i) 
there is a warrant; (ii) there is necessity to develop leads in an 
investigation; (iii) the agency has established probable cause for 
such use; or (iv) the agency obtained a court order authorising 
the use for the sole purpose of locating or identifying a missing 
person or identifying a deceased person.
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 » The bill does not expressly regulate or mention predictive law 
enforcement tools (although prohibition of predictive policing 
could be implied by interpretation of the law), nor does it regulate 
that facial recognition cannot be used to identify an individual 
based on a sketch or other manually-produced image.

 » Exemptions from the law are somewhat different. The 
Colorado bill does not mention the exception of authorities in 
charge of managing driving licences. It does, however, regulate 
several situations in which the bill does not apply: (i) when the 
agency uses the facial recognition system in connection with a 
physical access control system in order to grant or deny access to a 
secure area (usually meaning biometric verification); or (ii) when 
the facial recognition system is used solely for research purposes 
by a state agency, so long as the use does not result in or affect any 
decisions that produce legal effects or similarly significant effects 
concerning individuals; or (iii) to a public utility company.

 » The Colorado bill has a whole section about the use of facial 
recognition in schools. The general rule is that schools are not 
allowed to execute a contract with any vendor for the purchase of, 
or for services related to, any facial recognition service. There are 
two exceptions: (i) if the contract with the vendor was executed 
before the effective date of the bill, the exception is applicable only 
during contract validity; (ii) if the contract regulates a generally-
available consumer product, including a tablet or smartphone, 
that allows for the analysis of facial features in order to facilitate 
the user’s ability to manage an address book or still or video 
images for personal or household use.

 » The Colorado bill establishes and regulates the membership, 
duties and obligations of a task force in charge of evaluating the 
use of FRT by Colorado agencies, with a mandate to examine 
and report the extent to which agencies are currently using FRT, 
and to provide recommendations for future uses, in a manner 
regulated in the law.

Commonwealth of Virginia

In a two-phased legislative process, the Commonwealth of Virginia has 
enacted an elaborate legislation that regulates the use of facial recognition 
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by all law enforcement agencies, including university campus police 
departments and the Department of State Police. First, in April 2021, a law 
was passed to put what at that point amounted to a de facto ban on the use 
of FRT by law enforcement agencies.585 The ban primarily consisted of a 
prohibition to use or to buy this technology without legislative approval 
first — and at that stage, the state lacked any authorising legislation.586 
However, after further debate, this law was soon replaced by a new set of 
rules in April 2022,587 regulating the conditions under which FTR use 
would be permitted.588 It has been argued by the ACLU and in the press 
that the new rules are too broad and leave many issues unregulated.589

These new rules, enacted via Senate Bill 741, define at the outset the 
fourteen “authorised uses” of FRT.590 Several of the uses include situations 
when the technology would “help identify a person”, including suspected 
criminals, victims of certain crimes, witnesses to a crime, missing or deceased 
persons, persons unable to identify themselves due to incapacitation, or 
persons reasonably believed to be a danger to themselves or others. Other 
cases include scenarios where help is needed to mitigate an imminent threat 
to public safety, a significant threat to life, or a threat to national security, 
including acts of terrorism, or to determine whether an individual may have 
unlawfully obtained a driving licence, financial instrument, or other official 
form of identification. This list of use cases is far broader than the exceptions 
listed in the EU’s AI Act, criticised by the EU’s data protection supervisory 
authorities for being broad enough to allow general use.

Furthermore, the Virginia bill requires an evaluation of the technology 
before it is used, which must have an accuracy score of at least 98% true 
positives (genuine matches) across all demographic groups. This score is 
provided by the National Institute of Standards and Technology as part of 
the Face Recognition Vendor Test.

This statistic may sound high, however in reality any surveillance system 
used on a mass scale — whether testing for COVID-19, profiling airline 
passengers, or identifying people by means of biometrics — can still have 
a very high number of errors even at 98% true positives. In fact, a statistical 
phenomenon called the “base rate fallacy” makes a certain number of errors 
inevitable. Moreover, without the accompanying rates of false positives 
(people who were flagged but shouldn’t have been) and false negatives 
(people who weren’t flagged but should have been), the true positive 
rate provides only one piece of the puzzle. The complex mathematics of 
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biometric matches are examined further in the Practice section of this book 
in relation to the use of FRT by the London Metropolitan Police.

There are also transparency requirements in the Virginia law, for example 
that law enforcement agencies must collect and maintain certain data 
related to the use of FRT and must also publish an annual report. According 
to the bill, any match made through FRT shall not be used in an affidavit 
to establish probable cause for the purposes of a search or arrest warrant. 
Penalty rules are also regulated: any FRT operator who violates the agency’s 
or department’s policy for the use of facial recognition technology, or 
conducts a search for any reason other than those authorised by the bill, is 
guilty of an appropriate misdemeanour. 

The bill also regulates several cases where the use of such technology is 
prohibited. These include: (i) the use of FRT for tracking the movements of 
an identified individual in a public space in real time; (ii) creating a database 
of images using a live video feed for the purpose of using FRT; or (iii) 
enrolling a comparison image in a commercial image repository of a FRT 
service provider except pursuant to an authorised use.

Finally, according to the bill, before a facial recognition system is put 
in use, a policy must be developed to regulate investigative uses, training 
requirements and certain usage protocols. The State Police released a model 
policy to guide law enforcement agencies in the further use of FRT. Police 
departments can either choose to adopt this policy or develop their own 
with stricter guidelines.591

State of Maine

The law that regulates facial surveillance, including technologies for 
analysing facial characteristics such as the iris of the eye, was enacted in 
July 2021.592 At the time it was described as the “strongest statewide facial 
recognition law in the country”, especially in contrast with its predecessors, 
which at the time mostly referred to Washington State.593 According to the 
definition from the law, facial surveillance means “an automated or semi-
automated process that assists in identifying or verifying an individual, 
or in capturing information about an individual, based on the physical 
characteristics of an individual’s face”. 

This definition would cover a wide range of use cases including identification 
(i.e. of a natural person) and any form of categorisation or profiling on the 
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basis of physical characteristics. It is arguably broader, therefore, than the 
EU definition in the GDPR, which covers only data that have undergone 
specific technical processing and can allow or confirm the identification of a 
person. However, while it suggests that other facial features like irises, or the 
prediction of emotions based on facial expressions, could be included in the 
definition of “physical characteristics of an individual’s face”, other bodily 
or behavioural biometrics seem not to be covered.

The law, enacted via Maine Revised Statutes, Title 25, Chapter 701, 
regulates the use of facial recognition not only by law enforcement agencies, 
but by any state or local government. The basic rule and starting provision of 
the law is that no public official or body may obtain, retain, possess, access, 
request or use a facial surveillance system or information derived from it, 
or enter into a contract to that effect, or issue any permits that allow any of 
the stated actions to any third party — subject to a few expressly-regulated 
exceptions.

One group of exceptions to this basic prohibition are in place for the purposes 
of (i) investigating a serious crime (as defined in the law itself), when there 
is probable cause to believe that an unidentified individual in an image has 
committed the serious crime; (ii) assisting in the identification of a deceased 
person; or (iii) assisting in the identification of a missing or endangered 
person. Therefore, in these cases public authorities may use FRT without a 
court order. These exceptions are somewhat similar to the exceptions in the 
EU’s AI Act and the withdrawn Serbian internal affairs law, which models 
its uses on the AI Act, both of which are discussed elsewhere in this book, 
although the proposed EU Act still requires judicial authorisation.

Furthermore, if FRT is used for these purposes, public agencies cannot 
perform facial recognition searches themselves, but must request a search 
by a competent institution, such as the Bureau of Motor Vehicles, FBI, or 
a state agency that issues government credentials. This is subject to further 
rules on how and under which conditions such searches can be made and 
recorded. The law also regulates that the State Police and the Bureau of 
Motor Vehicles shall maintain logs (with elements regulated in the law) 
that track all requests for searches of facial surveillance systems received and 
performed. Whilst searches by a state or federal agency at least imply that 
the underlying databases have been compiled on the basis of reasonable 
suspicion or criminal activity (although this may not be the case in practice), 
the fact that the Bureau of Motor Vehicles can undertake a search means 



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

193

LEG
A

L U
N

ITED
 STA

TES

that every driving licence holder is put in the virtual line-up. Searches made 
on such basis have been criticised elsewhere, for example by the civil society 
organisation Statewatch concerning a proposed EU cross-border data 
sharing regime, the Prüm II Regulation.594

The law provides another group of exceptions from the general facial 
surveillance prohibition. This includes various specific situations, such 
as obtaining, maintaining, or using a facial surveillance system within the 
Bureau of Motor Vehicles in accordance with rules that regulate driving 
licences, or for the purposes of fraud prevention or investigation; using 
facial surveillance technology that analyses a person’s iris in a regional jail 
or county jail; and for user authentication (such as unlocking a personal 
device). The law also confirms that the following use cases would not be 
considered banned uses: using social media or communications software or 
applications for communicating with the public, as long as such use does 
not include the affirmative use of facial surveillance; and using automated 
redaction software, as long as such software is not capable of performing 
facial surveillance.

One provision of the law that regulates allowed uses is permission for 
government entities to use evidence that has been generated from a FRT 
search and is related to the investigation of a specific crime. The wording 
of this provision is so broad that it begs the question: what are its limits 
in practice? Indeed, it seems that it can be interpreted to include different 
scenarios which would effectively circumvent the principle ban on which 
the whole law is based.

According to the law, facial surveillance data does not, without other 
evidence, establish probable cause justifying arrest, search or seizure.

Finally, the law regulates several enforcement rules if a violation has 
happened. Pursuant to these, facial surveillance data collected or derived in 
violation of the law must be considered unlawfully obtained and, except 
as otherwise provided by law, must be deleted upon discovery; and will 
constitute inadmissible evidence in any proceeding before public authorities. 
A person injured or aggrieved by a violation may bring an action in a court 
against the violating public authority. A public employee or official who, in 
the performance of their official duties, violates the law, may be subject to 
disciplinary action.
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State of Utah 

Utah enacted its FRT bill in March 2021 regulating the use of facial 
recognition by any state government body.595 The law aims to regulate — 
instead of ban — FRT, which has already been in use in Utah and was met 
with some citizen support.596

Similar to the rules in Maine, a law enforcement agency cannot perform the 
search itself, but must submit a request to the competent state authority 
(here, the government entity that manages the image database, or the 
Department for Public Safety, if the image database is maintained by or 
shared with this department). The law regulates that trained and authorised 
employees can complete search requests only if the request is for a purpose 
allowed for in the bill; if the request includes a case identification number; 
and when it is a request made for the purpose of investigating a crime, that 
it specifies the crime and factual narrative to support that there is a fair 
probability that the individual who is the subject of the request is connected 
to the crime. 

According to the bill, the agency can file a request for a facial recognition 
comparison for the following purposes only: (i) investigating a felony, a 
violent crime or a threat to human life; or (ii) identifying an individual who 
is deceased, incapacitated, or at risk and otherwise unable to provide the law 
enforcement agency with his or her identity. 

Once a trained employee receives a request from a competent department, 
the search must be done in accordance with procedure that is regulated in 
detail in the bill. Pursuant to the provisions, if the facial recognition system 
indicates a possible match, the employee must make an independent visual 
comparison to determine whether the facial recognition system’s possible 
match is a probable match. If the employee determines that there is a 
probable match, he or she must seek a second opinion from another trained 
employee or their supervisor. If they agree that the match is a probable 
match, they will report the result to the requesting law enforcement agency 
through an encrypted method. They must only return to the requesting law 
enforcement agency a result that all employees agree is a probable match. 
If, however, the second trained employee or supervisor disagrees that there 
is a probable match, they shall report to the agency the fact that the search 
returned no results.



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

195

LEG
A

L U
N

ITED
 STA

TES

When submitting a case to a prosecutor, a law enforcement agency must 
disclose to the prosecutor whether a facial recognition system was used 
in investigating the case, and if so, a description of how it was used in the 
investigation.

Any government entity, including law enforcement agencies, must notify 
the public in advance about their FRT use practices, in accordance with the 
rules set out in the bill. In addition, upon request, a government entity must 
release statistical information regarding facial recognition comparisons. 
They must also prepare annual interim reports to the competent government 
committee (excluding details regarding a pending investigation).

The bill explicitly regulates that a government entity may not use a facial 
recognition system for a civil immigration violation, and as such is the only 
US state whose FRT laws explicitly acknowledge the particular harms for 
minority communities.

Commonwealth of Massachusetts

The state of Massachusetts has enacted legislation that regulates some 
matters related to the use of facial recognition by law enforcement agencies, 
but with limited scope. The rules were made in the course of the police 
reform in 2020 and became legally effective in July 2021.597 Although the 
state initially intended to pass broad rules on the matter, due to political 
backlash,598 the provisions enacted only address the use of face recognition 
to search images and identify a person in a database.599 

Namely, according to Section 220 of Chapter 6 of the General Laws, 
law enforcement agencies must get a court order before running a face 
recognition search, except in two situations: when they search for a deceased 
person, or when the agency reasonably believes that an emergency involves 
substantial risk of harm to an individual or group of people. With respect to 
the latter situation, the law regulates in detail that the order must be issued 
by a court or justice authorised to issue warrants in criminal cases, based 
upon specific and articulable facts and reasonable inferences therefrom that 
provide reasonable grounds to believe that the information sought would 
be relevant and material to an ongoing criminal investigation or to mitigate 
a substantial risk of harm to any individual or group of people. 
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Once these conditions are met, the agency cannot perform the search 
themselves, but must have someone from the state police, the FBI or the 
Registry of Motor Vehicles perform the search. 

Transparency is required under the law. The agency must document each 
facial recognition search performed and provide documentation quarterly 
to the executive office of public safety and security. The minimum reporting 
elements are also regulated. The executive office must publish annually on 
its website documentation received from law enforcement agencies with a 
regulated list of minimum information. 

Finally, the law has a couple of provisions that clarify under which 
circumstances the use of facial recognition tools would be allowed. Pursuant 
to the law, a law enforcement agency may use FRT for the sole purpose 
of user authentication on their devices. Furthermore, an agency can use 
automated video or image redaction software if such software does not have 
the capability of performing facial recognition, and it can receive evidence 
related to the investigation of a crime derived from a facial recognition 
system if such a system was not knowingly obtained in violation of the law 
by public agent or public official.

This legal framework was met with criticism. The American Civil Liberties 
Union (ACLU),600 which sought to ensure the protection of rights in the 
legislation, argues that the current law does not sufficiently protect people 
and their rights, especially from the perspectives of racial justice, privacy, 
due process and civil liberties.601 In 2021, the ACLU initiated a campaign 
for legal changes that would use the initial rules as a starting point and make 
a more comprehensive “Act to Regulate Face Surveillance”.602

Finally, in the course of this police reform, a “Special Commission”603 was 
created with the task to study facial recognition technology and make 
recommendations for future rules regarding its use.604 The Commission 
issued a report in March 2022, which lists 13 recommendations. Out of 
these, the recommendation that facial recognition software should be 
used only with a court warrant based on probable cause that a person has 
committed a felony seems to be the biggest departure from current law 
(while some limited exceptions would be acceptable and strictly regulated). 
Recommendations also include banning the use of facial recognition for 
live surveillance or tracking, as well as for “emotion recognition”. These 
recommendations sparked further debate, as it has been suggested that 
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proposed rules would prevent the police from using the technology in a 
meaningful and useful manner, while the privacy concerns remain.605

State of Alabama

Senate Bill 56, Alabama’s law to regulate facial recognition, was passed in 
April 2022 and came into effect in July of the same year.606 

Initially, the proposed text of the bill had three components:607 (i) to 
prohibit law enforcement agencies from using a facial recognition match 
as the sole basis of probable cause or arrest; (ii) to prohibit them from using 
artificial intelligence, or a facial recognition service,608 to engage in ongoing 
surveillance except for in certain circumstances; and (iii) to prohibit artificial 
intelligence or a facial recognition service from being used as a way to 
identify an individual based on other images (if this text had been adopted, 
it seems it would have been challenging to interpret the exact meaning of 
this prohibition).609

However, following amendments, the final text regulates only the first 
component. According to the bill, a state or local law enforcement agency 
may not use FRT match results as the sole basis to establish probable cause in 
a criminal investigation or to make an arrest, and that for the said purposes, 
match results can be used only in conjunction with other lawfully-obtained 
information and evidence.

There is no available information about the reasoning for the amendments 
to the initial proposal, nor why the adopted text has such limited scope. 
One speculation is that the main issue that urged regulation was the need to 
address the key public concern about the possibility of misidentification.610 
This might be correlated with the news that, before the law was proposed, 
there were reports of Alabama police using facial recognition to identify 
Capitol riot suspects, with Clearview AI involvement.611

State of Vermont 

In October 2020, Vermont passed a law that outright bans the use of facial 
recognition technologies by law enforcement at the moment, i.e. establishes 
a moratorium on its use until further legal action.612 According to bill S.124, 
Sec 14, a law enforcement officer shall not use facial recognition technology 
or information acquired through the use of facial recognition technology — 
until the use of facial recognition technology by law enforcement officers is 
authorised by an enactment of the General Assembly of Vermont.613
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However, the strict ban was revisited in 2021 upon the initiative of 
the Attorney General, who called for an exception for the use of facial 
recognition by police in investigations of child sexual abuse.614 The 
exception came in the form of bill H.195, according to which the General 
Assembly authorised the use of FRT by law enforcement during a criminal 
investigation into the sexual exploitation of children. This technology can 
be utilised only where law enforcement is in possession of an image of an 
individual they believe to be a victim, potential victim, or identified suspect 
in the investigation, and the search is solely confined to locating images, 
including videos, of that individual within electronic media legally seized by 
law enforcement in relation to the specific investigation.615 Despite this, the 
Vermont ban is nevertheless far more restrictive when it comes to the use of 
facial recognition technologies by police, particularly for mass surveillance 
purposes, compared to other US states.

According to the information available on the Vermont Government 
website, a Facial Recognition Technology Working Group is to be 
established,616 as mandated under bill S.124, with the mandate to analyse 
the risks and opportunities with respect to FRT use by law enforcement 
agencies, and to make recommendations about potential future authorising 
enactments — presumably in the same vein as bill H.195.

Commonwealth of Kentucky

The facial recognition law was signed in April 2022 in the form of Senate 
Bill 176.617 This bill does not set directly applicable rules on the use of facial 
recognition technologies, but rather establishes a process to create statewide 
standards and requirements for law enforcement. 618

According to the bill, a working group on facial recognition technology is to 
be created. Membership of the working group is regulated in the bill, as well 
as its duties and competence. The primary duty of the group is to create and 
make publicly available a model policy for use by law enforcement agencies, 
on or before 1 January 2024.

The content of the model policy is regulated in detail, and includes inter 
alia: (i) a specification of the authorised uses of FRT consistent with the 
law (including how search results relate to establishing probable cause 
for arrests, as well as the prohibition of using the technology to identify 
a person participating in constitutionally protected activities in public 
spaces), as well as requirements for law enforcement agency employees that 
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are authorised to use FRT; (ii) a requirement for a law enforcement agency 
to specify a process for the agency to document instances in which FRT is 
used; (iii) procedures for the confirmation of any initial findings generated 
by FRT by a secondary examiner; (iv) data integrity and retention policies, 
as well as data security measures, training procedures and processes; (v) a 
minimum accuracy standard for face matches in all demographic groups 
to ensure non-discrimination; and (vi) a mechanism to produce a record of 
prior uses of FRT that can be used for audit and verification.

The policy must also establish a process that requires an agency to compare 
a publicly available or lawfully acquired image against a database of publicly 
available or lawfully acquired images. One unusual requirement in the law 
is that the policy must specify a process that addresses the privacy of persons 
by excluding, redacting, blurring or otherwise obscuring nudity or sexual 
conduct involving any identifiable person.

A law enforcement agency that uses FRT must have a use policy in place 
prior to using the technology and must file a full copy of its policy or any 
revision of its policy with the Justice and Public Safety Cabinet within 
thirty days of the adoption or revision. 

The bill did not give rise to much public debate, based on available 
information, perhaps because the rules are yet to be defined when the model 
policy becomes available. At the time of writing, that was still not the case.

CASE LAW

Since laws regulating the development, deployment or use of facial 
recognition by law enforcement agencies in the US emerged only recently, 
there are still no court decisions regarding their application that would help 
with interpreting the legal requirements, or even the constitutionality of 
those laws.

However, there have been several cases of FRT misidentification that ended 
up in court. In 2021, a man named Robert Williams sued the Detroit Police 
Department for wrongfully arresting and jailing him based on an incorrect 
match from their facial recognition system. The court judgement on this 
case is still pending.619 This is not the only time an arrest has been made in 
such circumstances,620 but we still have to wait and see what case law practice 
will emerge from these types of situations, at a state and federal level.621 
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When it comes to the use of facial recognition by federal agencies, there is a 
significant pending case initiated by the ACLU in 2019. The organisation 
sued the federal government in order to get details on its face surveillance 
practices, including the use of facial recognition technology by the FBI 
and the Drug Enforcement Administration (DEA). In January 2019, the 
ACLU first submitted a request for public records, and while the FBI and 
DEA each confirmed receiving the request, neither agency provided any 
information in response. The lawsuit claims that “responsive documents 
would inform the public about how face surveillance technology is currently 
used by the government, and what, if any, safeguards are in place to protect 
core constitutional rights”.622

The case law on commercial uses is much more developed since laws that 
regulate such uses (like Illinois’ BIPA and Texan CUBI) first appeared more 
than a decade ago.

Under BIPA rules, Clearview AI has agreed to a new set of restrictions 
under a legal settlement made before the Illinois state court in March 2022. 
According to the settlement, Clearview AI is prohibited from providing 
access to its face recognition database to any state or local government entity 
in Illinois, including law enforcement, for a period of five years (which 
means they cannot take advantage of BIPA’s exception for government 
contractors during that time). Restrictions are even stricter when it comes 
to private entities, and include a ban on Clearview AI granting paid or free 
access to its database to any private entities nationwide (not only in Illinois), 
subject to narrow exceptions contained in BIPA.623

Commercial cases for various violations of privacy via FRT use have mostly 
end up being settled.624 Most notably, there was a $650 million settlement 
with Meta in 2021, again under BIPA rules.625 A similar case in Texas under 
CUBI rules was initiated by the Texan government against Meta in early 
2022, and is still ongoing.626 

In 2021, TikTok was a party to a BIPA settlement for $92 million regarding 
their facial recognition practices.627 Snap, the parent company of Snapchat, 
agreed to a $35 million settlement in 2022 (for the use of facial recognition 
within “Lenses” and “Filters” Snapchat features),628 while at around the 
same time, Google settled for a round figure of $100 million (based on 
allegations that Google Photos gathers data on facial geometry to identify 
similarities and variances between people and offers a function to group 
images of similar faces together in violation of the BIPA).629
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ZIMBABWE
CONTEXT

The political climate in Zimbabwe during the rule of 
Robert Mugabe, which lasted over 30 years, turned 
the country away from the West and towards Chinese 
influence.630 The Mugabe regime led the country to 
economic and democratic demise over the years. A 
change of power occurred in 2017 after the coup d’état, 
and Emmerson Mnangagwa was elected president 
the following year. However, under the rule of the 
new president, Zimbabwe continues to be on a path 
of “democratic regression” and “the country’s civic 
space is shrinking both online and offline as the regime 
employs a raft of legal and extra-legal measures to thwart 
dissent”.631

The Chinese influence came in the form of financial 
aid, but also with the heavy participation of Chinese 
companies (most notably Huawei) in the construction 
of internet and telecom infrastructure in Zimbabwe.632 
The new parliament building, opened in 2023, was 
fully funded by China as a “gift” to Zimbabwe.633 The 
Chinese involvement in various procurement contracts 
is significant, in particular when it comes to modern 
surveillance technology, which reportedly also includes 
facial recognition technology for the purpose of law 
enforcement.634

In 2018, when president Mnangagwa visited China, 
there were speculations that FRT would be purchased 
from a Chinese company, Cloudwalk Technology 
Co.635 That same year, the government initiated “The 
Zimbabwe Smart Sustainable Cities Initiative”,636 
which was linked to plans to deploy facial recognition 
tools in major cities,637 as well as Chinese plans to use 
cooperation with countries like Zimbabwe to train their 
technology with a “black population”.638 According to 
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some reports, the installation of FRT at the borders was already launched 
in 2018.639 Other reports suggest that in 2020, cooperation began with 
Huawei, CloudWalk Technology and Hikvision for the procurement of 
FRT.640 CloudWalk Technology is “already harvesting the data of millions of 
Zimbabweans under biometric voter registration for storage and processing 
in China”.641

The most recent project linked to the use of facial recognition is called 
“Zim Cyber City”, in the area of New Harare – planned as the new seat of 
government and built at the outskirts of the existing city of Harare.642 The 
project was launched in 2022 and is still in very early stages of development. 
However, the main investor – Dubai-owned company Mulk International 
– already announced that one of many “smart” features of the project will 
be “surveillance technology that is directly connected to law enforcement 
authorities”, with the aim of ensuring the “safety of people living and 
working there”.643 We shall have to wait to see how this project will unfold, 
as well as how the UAE’s interest in the development of facial recognition-
based technology will play out in a much poorer country such is Zimbabwe. 

Even though there are many reports and indications that public bodies in 
Zimbabwe are already using FRT, or at least collecting their citizens’ data 
to develop this technology, there are no clear proofs of such practice, its 
magnitude or scale, which might be a problem in itself.

LAW

The Constitution of Zimbabwe regulates the right to privacy in its 
Section 57, which includes protection over citizens’ homes, possessions 
and communications, but does not mention protection of any personal 
data – with the exception of health data that are explicitly protected from 
disclosure.

The law that regulates personal data matters was enacted in December 
2021, but did not regulate the date of its entry into force.644 The law was 
finally titled “Data Protection Act” (ZDPA), while during the legislative 
procedure its working title was “Cybersecurity and Data Protection Bill”.645 
This was because it regulates matters related to both cybersecurity and 
the protection of personal data, and its text also amends Criminal Law 
(Codification and Reform Act), the Criminal Procedure and Evidence Act, 
and the Interception of Communications Act.646



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

205

LEG
A

L ZIM
B

A
B

W
E

This approach and the wording of many ZDPA provisions received criticism, 
as the new rules have a great potential to be used for political oppression – 
especially the cybersecurity portion of the law, such as rules on spreading 
false information that “undermine the freedom of expression and freedom 
of the media”.647 

Personal data protection provisions, on their face, seem to follow modern, 
EU-led, legal logic. The ZDPA has provisions concerning the legal basis for 
data processing, and regulates data subjects rights and the duties of data 
controllers and processors. The ZDPA applies to any organisation, including 
government entities. The Postal and Telecommunications Regulatory 
Authority (POTRAZ) is appointed as data protection authority in charge 
of enforcing the ZDPA. 

When it comes to regulating biometric data, and more specifically facial 
recognition, the ZDPA does not go into too much detail. Moreover, 
biometric data are not defined in the law, and we can only assume that they 
would include facial recognition data (as facial recognition is not expressly 
mentioned anywhere in the law). It is also worth noting that the ZDPA does 
recognise sensitive data, but biometrics are not contained in this definition, 
which includes: (i) information that may reveal the racial or ethnic origin of 
a person, their political, religious or philosophical beliefs, membership of a 
professional or trade association, sex life, criminal educational, financial or 
employment history, gender, age, marital status or family status; (b) health 
information; (c) genetic information; or (d) any information which may 
be considered as presenting a major risk to the rights of the data subject. 
In the absence of official guidance or court practice, we can only speculate 
whether biometrics would fall into the last category of sensitive data. But 
for legal interpretation it is indicative that genetic and health information 
are expressly listed as sensitive data, while biometric data are not.

KDPR rules that deal with biometric data directly are contained only in 
its Section 12, which is titled: “Genetic data, biometric sensitive data and 
health data”. An important aspect for legal interpretation may be that 
this title refers to biometric “sensitive” data, while the legal provision in 
paragraph 1 of this Article reads: “The processing of genetic data, biometric 
data and health data [...]”, thus omitting the word “sensitive” from the legal 
provision. Could this imply that there are some biometric data that are 
sensitive and others that are not? Again, it is difficult to reach any conclusion 
without some official guidance.
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Section 12 continues to say that processing of genetic data, biometric data 
and health data is prohibited without consent, or if one of the exceptions 
to prohibition apply. These exceptions  include, inter alia, situations when 
the processing is necessary/required (depending on the exception): (i) in 
the field of employment law; (ii) to comply with national security laws; 
(iii) for the promotion and protection of public health, including medical 
examination of the population; (iv) for substantial public interest; (v) to 
protect the vital interests of an individual; or (vi) for the prevention of 
imminent danger or the mitigation of a specific criminal offence. There are 
also a couple of GDPR-inspired exceptions, such as if data have apparently 
been made public by the data subject or the processing is necessary for the 
defence of legal rights.

This list raises concerns due to several vague and broad exceptions that 
government bodies could use in the context of various agendas. This risk 
has been recognised by human rights lawyer Kelvin Kabaya, who claimed 
that this article was not compliant with the Constitution. In his statement 
for Global Voices, he said that “the proviso to the section [12] is couched 
in a very wide manner and is capable of being abused. Phrases such as 
substantial interest, are incapable of a precise meaning. This proviso may 
fail the constitutional muster, in that it is vague and may violate the right 
to privacy.”648

Finally, section 12 regulates in some further detail the processing of genetic 
and health data, but does not mention anything else regarding biometrics.

One provision of the ZDPA that can potentially serve as a safeguard to 
some uses of facial recognition and other biometric surveillance tools is 
the regulation of automated decision-making, which is, again, inspired by 
the GDPR. According to Section 25 of the KDPA, data subjects have the 
right not to be subject to a decision based solely on automated processing, 
including profiling, which produces legal effects concerning the subject or 
similarly significantly affects them. There are two exceptions to this rule: if 
the data subject consented to such a decision, or if the decision is based on 
a provision established by law. Strict interpretation of the second exception 
should mean that there should be a special law which would regulate the 
particular automated decision-making process.

Overall, it seems that the KDPA does not regulate the processing of 
biometrics in a comprehensive and satisfying manner. The lack of legal 
definition, openness for different interpretation of the nature of biometric 
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data, wide ambiguous legal grounds for their collection, and lack of any 
meaningful safeguards with respect to their use by public authorities are 
all causes for concern once the government starts implementing any of the 
announced facial recognition projects.

According to the POTRAZ website, there are currently no bylaws or 
guidance that address any aspects of biometrics processing. 

CASE LAW

Courts in Zimbabwe have still not ruled on any issues related to biometric 
mass surveillance, nor has POTRAZ made any individual decisions on such 
matters.

One case may, however, be relevant in terms of what can happen in 
Zimbabwe when the government uses interception laws for its purposes. 
Namely, in 2019 protests broke out after the announcement that fuel 
prices would be increased by 150%.649 The government’s reaction was to 
shut down all internet in the country, by ordering telcos to cease providing 
their internet services.650 The urgent legal reaction came from the Media 
Institute for Southern Africa and the Zimbabwean Lawyers for Human 
Rights, who filed a complaint to challenge the use of the Interception of 
Communications Act by the Government to completely suspend internet 
communications.651 The High Court ruled in favour of the applicants, 
declaring that the respective government order (issued by the competent 
minister) was illegal, as it was not issued in accordance with the Interception 
of Communications Act. This ruling was based on the fact that it is the 
president, not the minister, who has the power to issue any orders of such 
kind. As such, the court did not have to decide on the merits in terms 
of violation of constitutional rights by government actions, including 
of the freedom of speech, nor did it rule on whether the Interception of 
Communications Act allows for such indiscriminate measures.652 The 
result of this ruling was also that the telcos were ordered by the High Court 
to unconditionally and promptly resume full internet service.653
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INTRODUCTION
This final section, focused on a series of real examples, brings the politics of 
facial recognition to the fore. Whilst the term “biometric mass surveillance” 
clearly covers any generalised use of such systems, it is vital that arbitrary 
uses are also considered under this umbrella. So too are databases and other 
parts of the technical infrastructure intrinsic to the conception of biometric 
mass surveillance, bringing us to a wide and encompassing definition. This 
is critical, because governments frequently claim that deployments are 
“targeted” as a way to try to avoid scrutiny. 

Through the lens of harms, drawing on the work of Natalie Smuha and 
of Harini Suresh and John Guttag, this section emphasises the importance 
of looking at the damage caused by biometric surveillance not only on an 
individual level, but also at the macro all-of-society level. By resisting a 
techno-centric approach, and instead privileging a sociological approach, 
we are more able to recognise that every part of these technological systems, 
including the data that feeds them, are products of power and history.

This is evident in several of the cases studied, where the use of facial 
recognition by the state has formed a part of an apparatus of violence, 
such as in Myanmar and New York. Following repression by the junta-run 
government in recent years, protesters and political opponents in Myanmar 
were imprisoned and killed with impunity, in a persecution that was 
facilitated — and even empowered — by the use of facial recognition to 
rapidly identify and detain dissidents.

In New York, the long-running over-policing of Black and other racialised 
communities has been both exacerbated and obfuscated by the growing 
use of facial recognition technology. This theme of simultaneous visibility 
and opacity — for example the tension between the superficial visibility 
of the NYPD’s body-worn cameras compared to attempts to cover up 
the outcomes and harms of these practices, such as false and politically-
motivated arrests — plays out throughout this book.

Yet despite this toxic meeting of digital and analogue racism, there are 
examples of resistance in New York. Communities and non-governmental 
organisations like Amnesty International and the American Civil Liberties 
Union (ACLU) have been revealing these practices and litigating for more 
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transparency. And the report of the NYPD Comptroller, an independent 
supervisory authority, is one of the few examples anywhere in the world 
where the public have been provided with accurate and relevant information 
on the use of artificial intelligence systems by police. The case of Serbia 
brings further hope, where attempts to legalise the deluge of Chinese 
surveillance cameras that were quietly installed in the capital were met with 
strong public resistance, leading to the laws being dropped, at least for now.

Yet these use cases, deployed with claims of “national security”, show a 
systematic conflation of national security and public safety use cases. They 
also raise the question of who is really safer when our faces and bodies are 
placed under permanent surveillance.

This question is especially pertinent when it comes to the surveillance of 
populations on the move. In Greece, border surveillance tech, including 
biometrics, has been linked to pushbacks of people seeking asylum — with 
funds supposed to be for COVID-19 recovery being secretly diverted into 
investments in monitoring systems. An enormous border surveillance 
industrial complex has underpinned many of these developments. The same 
issues are seen in Central America, where biometrics have facilitated efforts 
to block people from seeking asylum (a clear violation of international law). 

In Palestine, we see perhaps the clearest example of how devices, software 
and databases fit together into a system of biometric surveillance and 
oppression which far exceeds the sum of their parts. In particular, this case 
study shows the limitation of an approach that looks at the harms created 
at various points in the socio-technical system. This is because the extent to 
which Palestinians have been put under biometric and other surveillance 
by the Israeli military — which even boasts a so-called “Facebook for 
Palestinians” — cannot be mitigated. Even the most technically “perfect” 
system would do nothing to minimise the routine control and oppression 
that are facilitated by biometric tools. 

In the context of retail and services — both public and private — uses have 
brought the pervasive tracking of social media into the physical world. 
Despite regulators pushing back on the lack of any sufficient justification 
for the use of these systems, shops, banks and other services in Australia, 
the US and the UK have been keen to use them. In one example, a teenager 
was wrongly accused of shoplifting thanks to profiling facilitated by these 
systems.
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Finally, the cases of the French Olympics and Paralympics and the London 
coronation of King Charles show the growing use of biometric systems to 
police and control public spaces and events. Despite claims to have leading 
data protection frameworks, both of these countries are experimenting 
with systems that track people who are either trying to enjoy a sports event, 
or a public celebration (or its counter-protest). The question of protest 
is especially pertinent for the UK, as the many deployments of live facial 
recognition — without proper authorising frameworks and with serious 
risks of discrimination raised — are accompanied by new laws which restrict 
several forms of protest.

In sum, this section viscerally highlights that the laws interrogated in the 
previous section are failing to keep people safe from the harms of biometric 
surveillance. Despite a shocking lack of evidence of their effectiveness, and 
a lot of evidence of their harms, governments and companies are fervently 
deploying biometric surveillance systems with inadequate regard for 
their consequences. These actions only serve to entrench existing power 
structures.

After detailed analyses of the technical characteristics of biometric 
surveillance and the laws that regulate (or not) its use in previous sections 
of this book, we can now delve into how these technologies are put into 
practice around the world. The use cases are vast due to governments and 
companies willingly experimenting with ways in which to use them, often 
before assessing all of the potential risks. This is especially true of the use 
of biometric technologies for purposes that amount to mass surveillance 
of populations, often operationalised under the guise of public safety and 
national security. Peter Königs argues that the current set-up of large-scale 
government surveillance of citizens has made these practices seem prima 
facie a lot less intrusive through the use of automated systems and other 
emerging digital technologies, which can sometimes make it harder for 
societies to grasp the extent of potential abuses and obscure the harms.654 
The truth, however, is that while the means through which residents are 
surveilled might be more covert nowadays, the scale and depth of these 
systems have increased exponentially compared to the past. Therefore, it 
is important to discuss the (so-called) ethics of biometric surveillance, and 
to look at the ways in which it is being implemented around the world, in 
order to understand more thoroughly how it is being justified and misused. 
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WHAT IS BIOMETRIC MASS SURVEILLANCE?

According to the Council of Europe, strategic or mass surveillance is an 
arbitrary form of surveillance aimed at preventing rather than mitigating 
dangerous practices, and is by nature more unselective than “targeted” 
surveillance such as phone tapping, bugging, etc., which generally requires 
some form of authorisation like a warrant.655 In practice, mass use would 
translate to the employment of surveillance technologies to actively 
monitor populations as a form of control, rather than identifying a specific 
individual of interest who presents a clear and immediate threat to property, 
life and public safety in general. 

One of the main characteristics of mass surveillance is that it is considered 
to be untargeted, which means that it does not only concern specific 
individuals of interest. Rather, it is defined by a non-selective approach 
that can span to gather the data of whole communities and even societies. 
Another important aspect is the means of collecting this data, which in the 
case of mass surveillance does not require suspicion or reasonable doubt to 
be put into use. Therefore, as is the working definition underpinning this 
whole book, biometric mass surveillance refers to the untargeted collection, 
processing, or analysis of biometric data, usually in publicly-accessible 
spaces. This kind of widespread surveillance can easily create a chilling effect 
on people, deterring them from participating in public life or curbing their 
freedom of expression and other fundamental human rights.

As the Italian Data Protection authority, the Garante Privacy, has explained, 
even when authorities are searching for a specific suspect, the fact that every 
person’s data must be processed in order to determine whether or not they 
are the person being sought, means that this practice would still constitute 
(biometric) “mass surveillance”.656 This interpretation is truly important 
because many state authorities have incorrectly argued that searching for 
persons on a watchlist is “targeted” to justify the use of biometric systems in 
ways that nevertheless amount to mass surveillance.

European Digital Rights (EDRi) explains that remote biometric 
identification (RBI), such as public facial recognition, is one of the main 
pillars of biometric mass surveillance practices. RBI implies the use of 
biometric systems in public spaces in an untargeted or arbitrarily-targeted 
manner, which is inherent to the design of these systems, as noted by the 
Garante Privacy.657 However, even in the European Union, which has 
made significant moves to restrict and regulate biometrics, and where a 
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majority of members of the European Parliament committed in 2021 to 
banning biometric mass surveillance,658 there are still points of contention. 
The official position of the Council of the EU, adopted in December 2022, 
would allow police to use RBI in public spaces for a wide variety of reasons, 
and would not ban the use of RBI by other actors.659 The document 
also provides a revision of the definition of AI systems as systems that 
are developed through machine learning approaches as well as logic and 
knowledge-based approaches. The move caused dissatisfaction amongst 
digital and human rights organisations with claims that the changes would 
soften regulators’ understanding and subsequent approaches to the issue by 
essentially dehumanising these systems. 

It is also important to reiterate that biometric mass surveillance practices are 
usually underpinned by large-scale data collection activities and expansive 
technological infrastructures, both hidden and in plain sight. These 
biometric mass surveillance infrastructures include databases that contain 
data from ID cards, medical records or other personal information stored 
in bulk by governments or private entities (such as the notorious Clearview 
AI, which has been discussed at length in this book). 

These collections can hold vast amounts of individuals’ data, but can get 
overlooked in the discussion of BMS because of their perceived lack of 
technological innovativeness — although the first section of this book has 
emphasised that in fact the mass gathering of biometric data is often at the 
cutting edge of surveillance. Current actions for collecting and processing 
biometric information are not the only pipeline for harm: pre-existing 
databases, compiled over several years or even decades, can equally present a 
dangerous breeding ground for privacy violations. 

When used under the guise of security or safety reasons, they can more 
often than not be used to target specific groups such as people on the move, 
racialised people and other disenfranchised groups. In this sense, these 
databases are capable of exacerbating very particular and harmful types of 
over-policing and discriminatory targeting of certain groups, which become 
entrenched in the data and mistakenly read as “neutral”. That is why it is 
so important that we consider arbitrarily targeted uses to also amount to 
biometric mass surveillance, because they are “targeted” in a manner that 
actually persecutes entire communities.
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THE RISE IN BIOMETRICS

Biometric systems are becoming an unavoidable part of everyday life, from 
small-scale personal use (like unlocking phones) to their larger employment 
by private corporations and states. Governments and proponents of these 
technologies are quick to point out their purported benefits, which are 
mostly found in the necessity to protect public safety. Supporters of such 
biometric surveillance systems, which we argue would amount to mass 
surveillance, claim that their use by police is a crucial tool in preventing 
and detecting criminal activity. The argument is that the use of this kind 
of technology allows the police to intervene before a crime occurs, or to 
respond very quickly after it occurs, potentially saving lives and preventing 
harm to individuals and society as a whole. 

Additionally, supporters of this non-targeted surveillance argue that it is a 
necessary response to the evolving nature of crime, which increasingly takes 
place in online versions of public spaces and across borders. However, there 
is a lack of evidence that biometric mass surveillance actually contributes 
to safer societies or higher rates of solving crimes.660 Experts have pointed 
out that claims regarding the legitimacy and necessity of biometric mass 
surveillance are undercut by actual use cases. The majority of statistics 
which support the use of these systems are generalised and only rely on 
a small amount of actual data and completely forgo the human factor in 
the evaluation process.661 On the contrary, court cases in 2019 in France 
and the Netherlands have shown that the reliance on facial recognition 
matches in court cases is deeply problematic and can even lead to cases being 
dismissed.662

One of the reasons for the lack of data on the effectiveness of such systems 
is that they are deployed in an opaque manner with limited public or 
institutional oversight. Anecdotal reports suggest that pilots that have been 
ineffective — which we can presume are the vast majority, as successes would 
likely have been highly publicised — tend to be quietly withdrawn, thus 
further preventing scrutiny. As these technologies have taken centre stage 
for governments promising to be tough on crime in the previous couple 
of years, concerns have continued to grow around how these systems are 
being deployed, as well as who is in charge of their upkeep and responsible 
distribution. Various ethical and human rights concerns surround these 
systems and the overall field of biometrics and biometrics-based data, their 
collection and subsequent (re)purposing.
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In her paper “Beyond the Individual: Governing AI’s Societal Harm”, 
Nathalie Smuha argues that there is a difference between individual, 
collective and societal harms that can arise from the improper use of artificial 
intelligence systems like facial recognition.663 Each of the three types of harm 
are unique in the ways that each one influences individuals and communities 
that can find themselves under government surveillance. Smuha argues that 
societal harms are the most widespread and detrimental for both individuals 
and communities, precisely because of the far reach of their potential harm 
for society as a whole. Societal harm is the sum of individual harms, such as 
individual acts of racial discrimination that can occur as a result of biased 
facial recognition technology (or the disproportionate use of these tools 
against racialised and minoritised people). This harm can infringe upon the 
rights of both individuals and communities, but ultimately Smuha argues 
that it must also be seen as harmful to human rights. She describes it as 
“harm to an interest held by society at large, going over and above the sum 
of individual interests” because of the structural and systemic nature of 
these harms.664 

There is already a myriad of research conducted on the detrimental effects 
of mass surveillance for the expression and enjoyment of fundamental 
rights and freedoms, as well as the risks posed by under-regulated and non-
transparent use of biometric technology.665 In contrast, this research has not 
been sufficiently countered with anywhere near enough credible evidence 
in favour of the use of these technologies that could justify its use. It is also 
important not to lose sight of the effect that these technologies can have on 
human behaviour, including many different ways that they can be used to 
suppress civil liberties, such as in cases of crackdowns on protesters or the 
instalment of a social credit system.666

THE HARMS OF BMS

The biases in the training data and the design decisions of facial recognition 
tools, as explored in the first chapter of this book, have been a major concern 
for many civil society organisations as well as the members of society which 
they directly impact. There have already been multiple studies showing that 
AI systems are repeatedly less accurate at identifying people of different 
ethnicities, demographics and genders compared to the main historical 
subject of the training data — white, able-bodied men.667
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This in turn can lead to a higher rate of false positives for minoritised 
groups, also including people with facial differences, and can contribute 
to perpetuating and reinforcing existing biases in policing and public 
administration, leading to discriminatory practices and outcomes. Critics 
argue that the use of facial recognition and other biometric surveillance 
tools by the police can erode trust in law enforcement, particularly in 
racialised communities that have historically faced discrimination and 
mistreatment.668 In order to address these concerns, some have called 
for greater regulation of facial recognition technology and for police 
departments to implement policies and procedures that minimise the 
potential for bias and discrimination. However, others have advocated for 
an abolitionist approach, calling for these technologies to be divested from 
police entirely.

In EDRi’s “Beyond Debiasing” study, a strong emphasis is placed on the 
ways that regulators and technology companies that produce AI-based 
systems choose to approach bias from a purely technological standpoint.669 
The study argues that various prejudices and inequities that can be 
embedded in facial recognition and other AI-based systems are oftentimes 
overlooked by decision-makers. Instead, the focus is placed more on “bias” 
as a mathematical problem to solve, which can result in discrimination by 
these systems being regarded as nothing more than statistical errors and 
technical issues. 

However, this techno-centric approach essentially nullifies the role of 
structural discrimination, which is ever-present in the societies in which 
these systems operate daily. Ultimately, this kind of approach “squeezes 
complex socio-technical problems into the domain of design and thus 
into the hands of technology companies”.670 Among the key issues is that 
civil society, privacy advocates and other human rights activists are often 
excluded from conversations about the safeguards surrounding facial 
recognition technology and AI-based systems — let alone about whether or 
not they should exist in the first place. This exclusion significantly hinders 
the official conversations around biometric technologies, because it lacks 
the critical perspectives of actors who are on the front lines of protecting 
civil liberties.

Suresh and Guttag discuss the “seven sources of harm in machine learning”, 
which are the key points at which biases and other harms enter into the 
entire lifecycle of machine learning systems.671 These sources of harm are 
crucial for understanding and expanding the conversation related to the 
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use of biometric mass surveillance by authorities. In many instances, bias 
is discussed at a very surface level, which allows the beneficiaries of such 
technologies to justify their implementation. By expanding on the nuances 
between the various types of harm that can exist within machine learning 
processes, and by politicising the very concept of “data bias” to show how 
data are in fact subjective artefacts embedded in the context in which they 
were created, Suresh and Guttag’s work allows for a more thorough, socio-
technical perspective on the ways that the misuses of such systems can be 
classified and potentially combated.

Historical bias, the first of Suresh and Guttag’s sources of harm, is already 
one of the more recognisable categories in the discourse of bias, and refers 
to the ways in which previous knowledge is used to perpetuate what can be 
known as representational harm. This refers to enforcing stereotypes about 
certain groups of people in the population based on the incorrect assumption 
that historical data are neutral, and can have a significant negative impact on 
the ways in which these technologies later perform. Since the algorithms 
are being coded with these previous knowledge structures, historical 
inequalities and patterns of discrimination will therefore be encoded in the 
fabric of such technologies.672 Because automated facial technologies are 
descendant from analogue photography, they are subject to the same biases 
that were present in the development processes of this technology. Research 
has shown that historical racial discrimination has been present from the 
very inception of photography, with camera settings and equipment being 
optimised to prioritise the accurate depiction of white skin.673

For instance, a 2016 study showed that word embeddings that have been 
trained on Google News articles were found to contain a number of 
gendered stereotypes.674 Word embeddings are representations of text 
data that hold semantic meaning and are used as vectors for a number of 
machine learning and natural language processing (NLP) operations, and 
are therefore an integral part of the final product. In the analysed data, 
certain gender neutral words such as homemaker, receptionist, hairdresser 
and nurse were more likely to be associated with the word woman, while 
protege, skipper, philosopher and boss were associated with the word man. 
Automatically generated analogies that operate in a he/she dichotomy were 
also found to be highly biassed, with examples such as barber/hairdresser, 
pharmaceuticals/cosmetics and architect/interior designer. The corpus of 
texts analysed here feature more than three million words from news articles 
written by professional journalists. The results of the study concluded that 
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implicit and explicit gender bias was widespread in the selected data. The 
authors argued that future attempts to debias these systems may at least 
help in removing or lessening gender bias within society and help future 
research to become fairer. 

The harm of representation bias, also known as sampling bias, deals with 
the under-representation of certain parts of the population in datasets on 
which these systems are later trained and ultimately enforced. The main 
areas of issue stem from the people for (or against) whom the systems are 
used not being sufficiently represented in the training dataset. For example, 
the dataset might fail to include racialised and minoritised people (even 
when the technologies are intended for use against them) and it might also 
overlook certain data. According to the National Institute for Standards and 
Technology (NIST) report, the algorithms that were analysed performed 
the best for male-labelled faces, while female-labelled faces, and especially 
racialised faces, were the least accurate.675 

In their seminal work “Gender Shades”, Joy Buolamwini and Timnit Gebru 
underline the ways in which automated facial analysis algorithms can 
perpetuate bias when determining peoples’ gender and race.676 By analysing 
these systems, the researchers found that the current facial recognition 
systems have higher error rates for darker-skinned individuals, especially 
women, as well as for women with certain hairstyles. The study revealed 
that artificial intelligence systems are not yet fully neutral and therefore are 
not equipped to address diversity within human populations, and require 
additional training and benchmarking for gender and skin tone. The 
research calls for greater accountability from commercial developers and 
governments in ensuring that facial recognition technology is not used to 
perpetuate bias or harm marginalised communities.677 

Another harm is measurement bias, which refers to the definition of proxies 
used for the collection of data in a dataset. Proxies are features or measures 
that are used to represent certain concepts in a quantifiable manner, which 
in turn provide useful information for the dataset. This would mean that 
in the case of measuring a certain condition or phenomenon, a proxy 
would amount to reviewing and collecting already available information 
about that specific issue. This would then allow for the system to make a 
prediction on the given data and classify it within the dataset. For example, 
suppose a company uses a college degree as a proxy to evaluate a candidate’s 
qualifications for a job. This proxy may not accurately reflect a candidate’s 
actual skills or job-related experience. Candidates who did not attend 
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college but have relevant work experience may be unfairly excluded from 
consideration, while candidates who have a degree but lack practical skills 
may be overvalued. This can lead to measurement bias in the hiring process 
and result in a less diverse and less qualified workforce. This type of bias can 
raise issues when the proxies are too vague, or do not accurately represent 
the concept they are trying to define, when the accuracy of measurement 
is not being equally enforced across testing groups or when the methods 
of measurement differ from group to group. Critically, we note that 
these measurements are decided by humans — introducing yet another 
opportunity for harm based on the worldview, and therefore prejudices and 
assumptions, of these humans.

A 2016 ProPublica investigation analysed the Northpointe’s Correctional 
Offender Management Profiling for Alternative Sanctions (COMPAS) 
tool, which was used by the police and prosecutors offices in the US. They 
found that the algorithm that was used to evaluate defendants was more 
likely to predict higher recidivism rates for Black defendants, while white 
defendants were often mislabelled as less risk-prone than they actually 
were.678 The risk assessments were made based on a score which was 
generated for each defendant by employing a questionnaire that would then 
make predictions based on the collected answers. This would plainly mean 
that the defendants’ scorecards would contain information of prior offences 
that would put them in the risk-prone category. The questions asked can 
clearly be interpreted as racialised, given the vast disparity of arrests and 
incarceration rates in the US between non-white and white people.679 It 
can therefore be concluded that the proxy was “differentially measured” for 
these communities since it involved a higher false positive rate due to the 
difference in policing practices in certain communities.680 So for example, 
Black and Hispanic defendants were more likely to be labelled as risky since 
they were more likely to have a prior arrest or run-in with law enforcement. 
This type of “predictive bias” was also identified by developers and police 
officers that use such softwares.681

In the case of aggregation bias, the harm arises from one-size-fits-all 
models that can overlook certain specificities within the data. Underlying 
aggregation bias, as Suresh and Guttag explain, assumes that the input 
to label process is consistent across all of the data, and moreover that 
researchers might incorrectly assume that trends in aggregated data apply 
across individual data points.682 This view might potentially overlook many 
hidden patterns or lack thereof and misclassify certain data in an effort to fit 
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into a universal and established system, which in turn can lead to inaccurate 
conclusions through trends and predictions. For example, when analysing 
social media posts via natural language processing tools, meaningful analysis 
can be skewed if cultural, social and other group-specific contexts are not 
taken into account. Instead, nuanced looks in the subsets of particular data 
can be mistakenly interpreted in an attempt to standardise the resulting 
datasets and thus generate potentially harmful results.

In a study analysing Tweets from Chicago youths involved in street gangs, 
researchers concluded that around 50% of the words used in the Tweets 
were incorrectly or not at all defined by online dictionaries and existing 
databases.683 The research aimed to determine the differences between 
labelling speech as aggressive with direct threats, as insults, or as indicating 
grief or loss. The takeaway was that common NLP tools that are usually used 
for classifying online speech are not accurate or representative of particular 
subsets of the community, and would therefore be misinterpreted if they 
were to be analysed alongside dominant and standardised meanings and 
contexts. It was also determined that certain dialects were more likely to be 
overshadowed or simply not even labelled within existing datasets.

Learning bias, the fourth harm defined by Suresh and Guttag, can occur 
when a system starts favouring certain outcomes over others, which may 
lead to the exclusion of outliers or input information that may be viewed as 
an anomaly by the algorithms. Outlier data is less frequent by default, and 
as such may suffer inaccurate results when analysed by the system, which 
is based on statistics and probabilities. In machine learning, an algorithm 
is trained on a dataset to identify patterns and make predictions. As the 
algorithm makes predictions, its accuracy is evaluated, and any errors are 
used to update its parameters and improve its performance. However, this 
feedback loop can become self-reinforcing if the training data is biassed or 
the evaluation metrics are flawed. If the training data is biassed in favour of 
certain groups or outcomes, the algorithm will learn to make predictions 
that favour those groups or outcomes, even if they are not representative 
of the real world. This self-reinforcing loop can create a feedback loop that 
perpetuates and amplifies any biases present in the data, leading to a model 
that consistently produces ever more biassed predictions. If these biassed 
predictions are used to make decisions or inform policy, they can perpetuate 
and reinforce systemic biases and inequalities.

A Guardian investigation found that AI tools that are tasked with analysing 
and flagging inappropriate images posted on social media tend to suppress 
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images of female bodies.684 These are not photos that are in any way sexually 
explicit or inappropriate, they just happen to feature parts of female 
anatomy. The tools would label images of female bodies such as women 
doing yoga as “racy”, while images of men working out topless were not 
labelled the same way. When the algorithms, which were developed by 
Microsoft, Google and other major tech companies, were tested on patient 
images in medical databases, they would rate images that showed how to 
conduct a breast examination and images of pregnant women as “explicitly 
and sexually suggestive in nature”.685 These labels led to accounts being 
shadowbanned, i.e. the content was not removed from the platform but 
its reach was significantly limited due to the allegedly explicit content. 
Further investigation proved that depictions of bras were enough for the 
algorithms to produce an almost 100% accuracy score, which would lead 
to an image being labelled as “racy” or sexual. It is clear that through 
this decontextualisation of an article of clothing or a body part, based 
on preconceived gender biases, these AI systems have already learned to 
discriminate against and objectify certain parts of the population.

The fifth harm — evaluation bias in machine learning — refers to the 
presence of systematic errors or inaccuracies in the evaluation of a model’s 
performance. It occurs when the evaluation metric or the test dataset, 
also known as benchmark data, used to measure the model’s accuracy 
and effectiveness is not representative of the real-world scenarios where 
the model will be deployed. For example, benchmark data collected from 
commercial facial analysis tools can lead to biassed results and oversights 
for features such as gender and race, which can be the result of historical, 
representation or measurement bias. Additionally, the choice of benchmark 
data can also affect the model’s performance, depending on the nature of 
the problem and the respective tradeoffs between different evaluation 
metrics. Misrepresentative benchmark datasets can lead to systems being 
unable to perform well when used on other subsets of data, thus further 
broadening the scope for potential harms in the process. To minimise the 
risk of evaluation bias, it is important to carefully select the test data and 
evaluation metrics, and also to consider the potential sources of bias that 
may be introduced due to the modelling process.

In their attempt to create an inclusive and intersectional training dataset 
that would aim to eliminate well known biases, Raji and others outlined 
some of the biggest current obstacles these systems face. While performing 
an audit of the benchmark data, a number of issues were identified, such 
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as the limitations of widely used markers, for instance referring to ethnic 
or racial categories or binary gender labels that would lead to the exclusion 
of certain parts of the population. The researchers also pointed out that 
benchmark datasets should clearly state the purposes of their use so as 
not to be misinterpreted and used in broader contexts, which could lead 
to overexposure of labelled data and overriding the limitations of the 
benchmark dataset’s intended purpose.686 

Deployment bias focuses on the human decision-making that can take part 
in the data interpretation process. Even though these systems are created 
and tested in a somewhat autonomous setting, once they are deployed, there 
are a number of factors that play into how they are put to use and who is 
responsible for evaluating and interpreting the collected data. This could be 
dependent on the governments, private entities and organisations that may 
be privy to the use of such systems. We would argue, therefore, that even 
facial recognition systems that are in theory flawless (whatever that may 
entail) would still suffer from the pitfalls of biases and harms, since previous 
experience has shown that police frequently deploy surveillance technologies 
disproportionately against racialised, migrant and poor communities.

Especially in cases of facial recognition technology employed in police 
use, there is not enough information on the human factor in the decision-
making process. When analysing the Metropolitan Polices’ rollout of live 
facial recognition cameras on the streets of London, Pete Fussey outlines 
that the statistics provided regarding the effectiveness of the system are 
strictly concerned with its technical characteristics. In other words, these 
evaluations do not take into account the false positives that arise as a result 
of incorrect identifications made by police officials when using these systems 
to investigate and solve cases of crime.687 

It is important to note that it might not be possible to observe and confidently 
identify all of the biases that can show up in the cases discussed in this 
chapter, including due to the general issue of a lack of access to information 
by civil society. However, the intention is to try and demystify the various 
biases which might occur, and in some cases have already occurred, with the 
deployment of such technologies in the real world. The broader harms that 
can arise as a result of these biases will serve as a guide for the many problems 
that are still very present when we discuss the implications of the uses of 
these technologies, especially given the pervasive lack of proper oversight 
and regulatory red lines. 
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CASE STUDIES
In addition to discussing the technical characteristics and regulatory 
frameworks which develop in and around this technology, it is also important 
to analyse and contest their real-world applications. Since countries across 
the world are approaching the regulation of facial recognition, biometrics 
and personal data in a number of different ways, the following examples 
confirm that the deployment of such systems globally can be equally diverse. 

The examples in this chapter do not represent an exhaustive account of 
what is happening in countries and regions worldwide, nor even in each of 
the areas of interest defined in the book. Rather, they serve as descriptors 
for developing a broader understanding of how these technologies are being 
deployed and the potential downsides, risks and harms. The aim was to find 
cases from different countries and regions, which include deployments that 
have affected different social, ethnic and religious communities, in order to 
observe these issues from as many perspectives as possible. Again, the claim 
is not that this is a representative sample, but rather a diverse sample which 
might help identify similar patterns, as well as differences. 

The cases are divided into four overarching areas of interest which present 
the framework for analysis. Each of the categories will help provide a more 
comprehensive look into how these technologies are being deployed, as well 
as how they are being justified. Given that the main goal is to present as 
much available information on each case, it is important to note that some 
of the discussed cases have been investigated more in-depth than others 
and therefore have more particularities surrounding them. This does not 
mean that we believe that some of the cases are more important than others 
presented, and we have done our best to analyse each case as comprehensively 
as possible.
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ORWELLIAN NATIONAL 
SECURITY
The protection of national security is among the most frequently invoked 
arguments for the development and implementation of facial recognition 
technology, and by extension, intrusive systems, the use of which amounts 
to biometric mass surveillance. The concept of national security is in most 
cases deliberately vague and is very adaptable depending on the issue at 
hand. As Lucia Zedner argues, the turn of the millennium, spearheaded 
by the 9/11 terror attacks, as well as subsequent attacks in London and 
Madrid, has contributed to the “normalisation of emergency powers” 
in the field of national security.688 Security in this case becomes more of 
a practice rather than an end goal and can therefore be employed more 
laxly. Moreover, it has become impossible to imagine security measures as 
independent of some sort of surveillance. The interplay between security 
and surveillance overlaps in its similar usage tactics as well as purposes, such 
as the monitoring, influencing and control of movements.689 

This framing of national security allows governments to justify their intended 
or ongoing use of surveillance technologies. Moreover, the argument for 
national security is often conflated with public safety — a goal which, while 
important, is not serious enough to permit the same exceptional measures 
as for genuine national security purposes. It is not difficult to understand 
why this tends to be the case, since this rationalisation allows for authority 
figures to expand their reach and justify infringements on privacy and 
personal freedoms. Therefore, mass surveillance is also touted as a surefire 
way to guarantee better safety in public spaces. To this day, there is still no 
substantial evidence of any correlation between dense surveillance of public 
spaces and a decrease in crime or improvement in public safety. 

On the contrary, the results of various studies on the accuracy of these 
systems in use by authorities tend to show the opposite, with most people 
less safe under biometric mass surveillance.690 The (lack of) accountability 
of tech companies should also be emphasised in these discussions, since 
they routinely utilise their for-profit orientations (for example, intellectual 
property protections, as discussed in the first chapter of this book) to 
evade responsibility. Access Now’s report on the deployment of biometric 
surveillance technologies across Latin America notes that some of the 
companies behind these systems offer them to governments for free in order 
to test their capabilities without any regards to the human rights risks which 
they pose.691



THE CCTV COUP — CRACKING DOWN ON 
DEMOCRATIC PROTESTS IN MYANMAR 

Facial recognition technology has played a significant role in the violent 
and deadly crackdowns on peaceful democratic protests in Myanmar 
following the military coup in February 2021. Peaceful democratic protests 
were triggered by the military’s seizure of power and detention of elected 
officials, including Aung San Suu Kyi. It has been reported that the junta-
run government uses facial recognition-capable CCTV systems to identify 
and track protesters both in real-time,692 and in retrospect, leading to 
arrests, detention, imprisonment and executions.693 These technologies 
are just one element in the junta’s wider effort to establish the total digital 
surveillance of the population in Myanmar. This includes online censorship, 
internet shutdowns,694 price hikes on data usage and phone calls, ordering 
communication operators to install surveillance technologies to intercept 
communications without sufficient cause, and significantly tightening 
requirements for SIM cards and IMEI registration.695

According to reports, three Chinese companies, namely Dahua, Huawei and 
Hikvision, supplied the authoritarian junta regime with CCTV cameras.696 
These companies have already been sanctioned by the United States for 
their role in enabling the Chinese government to carry out acts of genocide 
and oppression against Xinjiang minorities.697 The implementation of the 
CCTV camera project was entrusted to two local companies, both of which 
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have close ties to the repressive apparatus of Myanmar. The Chairman 
of Fisca Security & Communication, one of the companies selected, is 
a retired Deputy Commissioner of the Myanmar Police Force. Naung 
Yoe Technologies, the other selected company, has a history of providing 
equipment to the military.698 

The response of the military junta to the protests was stark and repressive. 
According to reports, more than 20,000 individuals were arrested, with 
over 17,000 still in detention.699 Furthermore, it is estimated that several 
thousand protesters lost their lives at the hands of the oppressive junta 
regime.700 To track down protesters, the junta matches biometric data 
from the input feed from CCTV cameras against the national ID database. 
CCTV cameras, which are capable of scanning faces and vehicle licence 
plates in public places, automatically alert authorities to those on a wanted 
list.701 The military junta utilised this technology to identify and target 
individuals who participated in the protests, resulting in the detention and 
arrest of hundreds of citizens. Many of these individuals were subjected to 
torture and other forms of human rights abuses,702 which in some cases 
is likely to have been facilitated by the use of biometric mass surveillance 
technologies.

The legal and regulatory framework governing the use of facial recognition 
technology in Myanmar is weak, with little to no oversight in place. The 
Electronic Transactions Law and the Computer Science Development 
Law were both amended in February 2021 in order to expand the mass 
surveillance of citizens. The former enables arrests of residents for 
undesirable online behaviour (primarily their activities on social networks), 
including but not limited to spreading false information or damaging 
foreign relations,703 while the latter requires all internet users to register 
their real names and other personal information, making online anonymity 
virtually impossible.704

The international community has imposed sanctions on the military junta-
run regime, military-owned companies, private companies, individual 
businesspersons, politicians and administrators. Although the impact of 
these sanctions is unclear, it is evident that they did not have a deterrent 
effect on the regime, which has only intensified its authoritarian crackdown 
against civil dissent.705 The use of facial recognition technology and CCTV 
cameras by the junta-run government in Myanmar to target peaceful 
democratic protests constitutes a clear violation of privacy, civil liberties and 
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human rights. The weak legal and regulatory framework governing the use 
of this technology, coupled with the lack of oversight and accountability 
due to the authoritarian nature of the regime, has enabled the military junta 
to use this technology with impunity.

The case of Myanmar highlights a difficult truth — biometric surveillance 
technologies, which in embedded democracies are recognised as a potential 
threat to citizens’ freedoms and rights, are often used by illiberal democratic 
and autocratic regimes around the world as a means of curtailing those very 
rights and freedoms.706 The military junta in Myanmar used facial recognition 
technology for disproportionate surveillance purposes in order to identify 
and target peaceful protesters opposing the coup d’état. Surveillance 
technologies, deployed by political systems marked by deteriorating or non-
existent rule of law, are often turned into tools for illegitimate crackdowns on 
basic civic and political rights, such as freedom of expression and assembly. 
The use of biometric mass surveillance technologies to persecute certain 
groups harks back to the very origins of these technologies, such as the first 
large-scale biometric identity programme being the use of fingerprinting for 
control by British colonists in India,707 and early ideas of facial measurement 
being pushed by the Nazi regime.708

The global availability and wide acceptance of such technologies contributes 
directly to the global trend of deteriorating democratic values and practices,709 
as it further strengthens autocratic regimes. In certain parts of Myanmar, the 
situation on the ground can only be described as perpetual civil war, while 
in other areas it amounts to crimes against humanity.710 As such, these facial 
recognition technologies are not only suited to consolidating the power of 
authoritarian states and strengthening their totalitarian grip on society, but 
also to streamlining war crimes and atrocities.



233

THOUSANDS OF CAMERAS IN BELGRADE

In Belgrade, Serbia, the fight to ban biometric surveillance technologies, 
particularly facial recognition, has been ongoing for four years. Civil society 
organisations and privacy advocates such as SHARE Foundation have 
strongly opposed the introduction of these systems, especially when taking 
into account the Data Protection Impact Assessment (DPIA), which was 
conducted by the Ministry of Interior in 2019.711 After the DPIA was sent 
to the Commissioner for Personal Data Protection for review of plans to 
install facial recognition cameras across Belgrade, the verdict was that the 
assessment does not meet the formal and material conditions which are 
prescribed by the national Law on Personal Data Protection. 

The Commissioner found the system to be insufficient on two counts 
and halted its implementation until an adequate DPIA was conducted.712 
According to the Commissioner’s opinion, the unselective mass surveillance 
system being proposed by the Ministry of Interior could not be justified 
because it lacked a concrete purpose based on well-established facts. The 
biggest issue to date is that the government did not make a sufficient 
argument for the necessity for such a system, nor was it able to justify such 
an invasion of privacy. 

The first publicly-noted case of the biometric-enabled cameras — similar 
to the models examined in the first chapter of this book — being deployed 
in the city was in June 2019.713 But the biggest rollout of the cameras across 
Belgrade came in 2020 and coincided with the COVID-19 pandemic and 
the subsequent national lockdown that was put in place. Although this 
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made it easier for the police to install the cameras around the city, residents 
were diligently reporting the cameras and sending them to the Thousands 
of Cameras Twitter account, an initiative started by SHARE Foundation.714 
The aim of the initiative was to map out all of the surveillance cameras that 
were being put in place across the city and to raise awareness about the 
impending threat of living under constant surveillance. 

The deployment of biometric-ready cameras embedded with facial 
recognition capabilities all across Belgrade has shed a light on the ways in 
which Chinese technology is showing up and getting put into use around 
the world; this is clearly seen in the case study on Myanmar. Chinese tech 
giant Huawei is the main supplier of surveillance for law enforcement in 
Serbia. This cooperation dates back to 2011, when the Serbian government 
and Huawei started talks on implementing a “Safe Society” project,715 
which would include a mass surveillance system deployment. In 2014, 
the two entities signed a joint Memorandum of Understanding.716 The 
installation of 1000 surveillance cameras across 800 locations in Belgrade 
was announced in 2019 with a link to the “Safe City” project on Huawei’s 
site. The page was quickly removed, but SHARE Foundation archived it 
in time.717 This constituted a vital piece of the puzzle, which civil society 
otherwise would have had no access to, due to the systematically opaque 
practices of companies and governments regarding biometric surveillance.

Following the 2019 DPIA, the Ministry of Interior (MOI) submitted an 
improved version of their request to the Commissioner in March 2020.718 
The reworked version of the DPIA still did not meet the Commissioner’s 
requirements for the justification of such a project, and was rife with 
arbitrary language. For instance, the DPIA showed plans for facial detection 
to be carried out on all persons walking through an area covered by the 
video-surveillance system, and for the police to use the system for profiling, 
even though it was unclear from the document what the profiling would 
specifically entail. Overall, the government once again was unable to provide 
a sufficient legal basis for processing biometric data collected through the 
surveillance cameras.

Necessity and proportionality are constantly absent in the Serbian 
government’s rationalisation for putting into place such an invasive system. 
In September 2021, the MOI released a Draft Law on Internal Affairs which 
proposed provisions for the use of mass biometric surveillance technology 
in public spaces.719 If passed, the law would make Serbia the first European 
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country to legalise and conduct indiscriminate surveillance of its residents 
in public spaces. SHARE Foundation submitted comments on the draft 
during the mandated public debate proceedings, pointing out that such a 
law would effectively legalise biometric mass surveillance.720 The comments 
called for several articles of the draft law that deal with biometric surveillance 
to be immediately removed, as well as an introduction of a moratorium on 
the use of biometric mass surveillance technologies and systems. The draft 
law was rescinded only a couple of days later amidst wide public scrutiny.721

However, only a year later it was back to square one. In late 2022, the MOI 
again released a re-revised Draft Law on Internal Affairs,722 along with a 
new Draft Law on Data Processing and Records in Internal Affairs,723 and 
a revised draft DPIA.724 Through the SHARE Foundation’s analysis, it was 
determined that the risk of unselective and arbitrary surveillance and facial 
recognition practices were still not adequately addressed by the Serbian 
authorities. The new draft laws stipulated that biometric data of residents 
would be extracted and retained for a period of 72 hours, which implies that 
the process is unselective and indiscriminate, allowing for potential gross 
violations to residents’ rights to privacy.725 

Following public debates on the new draft laws, and thanks to a concerted 
effort from civil society organisations and help from the international 
community, including Members of the European Parliament, the draft laws 
were withdrawn from procedure by the end of 2022.726 The government 
expressed a desire to further consult with experts in the field of data privacy 
and privacy issues in general before making any additional changes.727 This 
signalled a positive step in the fight against biometric mass surveillance, not 
only in Serbia, but in Europe more broadly, as it showed clear dissatisfaction 
from the public and from democratic representatives, especially on the 
transparency and accountability that was lacking in such a high stakes 
endeavour.

SHARE Foundation, along with other civil society organisations and 
privacy advocates, is firm in its stance that the use of biometric mass 
surveillance technologies in the country should be prohibited. Since 
November 2020, civil society organisations across Europe, now numbering 
over eighty groups and including SHARE Foundation, have participated in 
creating a campaign that aims to ban biometric mass surveillance systems 
from public spaces.728 



BIG APPLE BIOMETRICS: THE NYPD CASE

Some of the most compelling examples of the negative consequences of 
unchecked technology use are found in the United States, particularly 
with regard to the police force’s implementation of facial recognition 
technology (FRT) in public spaces — one of the most prominent and 
potent forms of biometric mass surveillance. There are several accounts of 
innocent individuals from racialised groups, in particular Black men, being 
wrongfully identified and unjustly detained as a result.729 Despite the swift 
adoption of FRT by many police departments, legislative bodies have been 
slow to establish a legal framework that would ensure accountability and 
transparency in the use of such technologies. As an illustrative example, 
this case study will examine the New York Police Department’s (NYPD) 
use of FRT. The NYPD’s procedures and policies have long been under 
public scrutiny and the subject of intense political debates due to their 
disproportionate targeting of minoritised groups.730

In analysing the NYPD’s use of FRT, it is essential to consider the state’s 
overarching legal framework and policies regarding the application of 
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machine learning programmes — or, more specifically, the lack thereof. As 
evidenced by the February 2023 report by the New York State Comptroller, 
New York City (NYC) public agencies including police lack ethical and legal 
guidelines for the use of machine learning programmes such as algorithmic 
modelling, facial recognition, and other software that monitors members of 
the public.731 The report further clarifies that “[New York City] does not 
have an effective AI governance framework. While agencies are required 
to report certain types of AI use on an annual basis, there are no rules or 
guidance on the actual use of AI.”732 The lack of a shared framework has 
resulted in NYC agencies developing their own divergent approaches. The 
Comptroller’s report highlights two main areas of concern: risk modelling 
in the child welfare system and facial recognition technology used by the 
NYPD.

The NYPD has been criticised for not maintaining a basic inventory of its 
AI tools and apparently not being fully aware of all the systems it employs.733 
While the NYPD asserts that it only uses AI systems approved by the 
National Institute of Standards and Technology (NIST), it did not review 
the results of the NIST evaluation of its facial recognition technology. The 
Comptroller’s report also reveals that the NYPD did not establish a desired 
or acceptable level of accuracy for its facial recognition system.734 Although 
the department purports to develop tailored policies and procedures for 
specific technologies, these are not specific to AI but are rather manuals 
for the use of any technological tools. This reflects poorly on the NYPD’s 
ability and sincerity in putting effective safeguards in place and assessing the 
risks associated with the use of biometric surveillance technologies.

The Comptroller’s report was one of rare instances where the public 
has been provided with accurate and relevant information on the use 
of AI systems by the police. Since the introduction of facial recognition 
technology (as early as 2011), the department has effectively shielded 
the public from any pertinent information on its use of FRT. While the 
NYPD’s use of facial recognition may be opaque, numerous CCTV and 
body-worn cameras have become a visible and constant reminder of their 
system of mass surveillance of residents. Although “only” 6,000 CCTV 
cameras were reported in 2017,735 current estimates put the figure at above 
25,000 cameras736 — an increase of more than 400% in just over five years. 
Moreover, the NYPD’s body-worn camera programme is the largest of its 
kind in the US, with 24,000 uniformed police officers equipped with body-
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worn cameras.737 A hoard of video footage from around 50,000 cameras is 
therefore at the police’s disposal, and can be used for biometric analysis.

The NYPD states that they use facial recognition technology to identify 
suspects whose images were captured while they were committing a crime.738 
However, they claim that a match does not serve as grounds for arrest, 
but is treated as a lead for additional investigative steps. The department 
also claims not to use facial recognition to monitor and identify people in 
crowds or at rallies. Furthermore, the video from body-worn cameras is not 
routinely submitted for biometric analysis, nor are images of unidentified 
suspects routinely compared to other government photo databases (reserved, 
purportedly, for cases related to terrorism).739 

Nonetheless, the most cautious approach would be not to take this 
information at face value. It might even be more appropriate to consider 
information on facial recognition technology provided by the police as 
unreliable. For a start, the NYPD is actively fighting strategic litigation 
efforts aimed at shedding light on the actual practices and tools deployed by 
the police department.740 Additionally, the NYPD has a poor track record 
of being open about its FRT operations and has even misled the public in 
certain instances, as we are about to explore. As a result, the public’s trust 
and confidence in the department have been eroded, and its reputation has 
been tarnished.

Clearview AI, the company that scraped 30 billion images from Facebook 
and other social media sites and has provided NYPD with facial recognition 
technology, is extensively covered at multiple points in this book. However, 
it is worth additionally mentioning here because it is one of the worst 
examples of the NYPD purposefully misleading the public. The department 
downplayed its relationship with Clearview AI, even stating that it had no 
formal or informal relationship with the company. However, in 2021 it was 
exposed that the NYPD used this tool during an extensive trial period, and 
individual members of the police workforce continued using it even after 
the trial period ended.741 Although the NYPD signed no contract with 
Clearview AI, the New York State Police did, and as reported, conducted 
more than 5,100 searches to generate potential leads.742 Despite claiming 
that it does not use FRT on protesters, the NYPD is actively attempting 
to withhold information on biometric data gathered during Black Lives 
Matter protests.743
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In 2021, privacy advocates uncovered a significant undisclosed fund for 
surveillance, revealing that the NYPD did not have to seek approval from 
the city council or any other municipal officials to use these funds. Since 
2007, through its Special Expenses Fund, the NYPD has spent a staggering 
$159 million on various surveillance tools and services.744 In 2014, the 
department spent $800,000 on a five-year contract with Israel’s largest 
defence contractor, Elbit Systems, which provided mobile x-ray vans 
supposedly capable of scanning for weapons in vehicles from a distance of 
1,500 feet. Despite warnings from health officials about potential cancer 
risks associated with this technology, the police managed to keep the public 
uninformed about its use. 

The NYPD also obtained cell-site simulators from KeyW Corporation, 
also known as “stingrays”, which mimic mobile phone towers and log the 
identifying information of any phone that connects to them, allowing 
police to easily track individuals without a court order.745 Moreover, the 
department illegally maintained a database of minors’ fingerprints despite 
this being in violation of state law, and continuously uploaded minors’ 
mugshots to its facial recognition database.746 

The public discourse surrounding the NYPD’s use of FRT bears similarities 
to the NYC community’s struggle to deal with the infamous stop-and-frisk 
policy — two practices which, in the hands of the NYPD, are ideologically 
intertwined. According to NYPD data, since 2002 there have been more 
than five million stop-and-frisk incidents. The large majority of searches 
were conducted on people of colour, and most people subject to these 
searches were innocent.747 Mayor Bill de Blasio, who took office in 2014, 
vowed to get rid of this policy, and indeed, the number of stop-and-frisk 
incidents has decreased significantly.748 However, a sharp drop in stop-and-
frisk incidents was recorded prior to 2014, presumably because lawsuits 
were filed against the NYPD and also as a result of strong public criticism. 
Regardless of the drop in numbers, racial disparities remain high — young 
Black and Latino males account for only 5% of the population, compared 
to 38% of reported stops by the NYPD. It is not surprising that FRT, which 
has lower levels of accuracy for racialised people in general (and for women 
of colour in particular),749 has been closely monitored by human rights and 
privacy activists. When thinking about this example through the frame of 
the seven harms defined by Suresh and Guttag, it is a powerful illustration 
of how every single one of the defined harms — and most pertinently the 
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historical and representation biases, evaluation bias and deployment bias — 
come together in a toxic cesspit of both digital and analogue racism.

In New York City, there is a discernible correlation between over-policing 
and over-surveillance, with body-worn camera surveillance being a prime 
example. A 2022 report by Amnesty International demonstrates that 
this also holds true for CCTV cameras, particularly in Black and Latinx 
neighbourhoods.750 The report’s analysis reveals that census tracts with 
higher concentrations of people of colour in the Bronx, Brooklyn and 
Queens are subjected to a greater number of publicly-owned cameras. 
Moreover, neighbourhoods with higher rates of stop-and-frisk incidents 
are associated with the deployment of higher numbers of CCTV cameras. 
The analysis has even identified routes that exhibit a markedly increased 
CCTV surveillance and a greater likelihood of stop-and-frisk searches. As 
Matt Mahmoudi of Amnesty International asserts: We have long known 
that stop-and-frisk in New York is a racist policing tactic. We now know 
that the communities most targeted with stop-and-frisk are also at greater 
risk of discriminatory policing through invasive surveillance.”751

The public availability of data which confirms the disproportionate 
targeting of racialised groups has enabled activists to put NYPD’s stop-
and-frisk policy under public scrutiny. However, the relevant data on the 
use of FRT is now shielded from public access, leaving the public to rely 
on cherry-picked and potentially unreliable data “proactively” published 
by the police. For example, according to the NYPD, its facial recognition 
technology has only produced five instances of misidentification between 
2011 and 2017. However, Supervising Attorney Jerome Greco of Legal Aid, 
an organisation that has represented clients in facial recognition cases and 
has been instrumental in forcing the NYPD to disclose 58 private contracts 
with surveillance companies, claims that the criteria for determining what 
constitutes a mismatch are unclear.752 Another issue is the absence of any 
guidelines or standards regarding the images that police can submit for 
FRT analysis. In practice, a wide variety of “probe photos”, including 
altered photos, artist sketches, and even photos of celebrity look-alikes are 
submitted for analysis. Due to the low quality of the suspect photos, the 
NYPD has even resorted to using photos of Woody Harrelson and a New 
York Knicks player in separate cases where officers believed the suspect 
resembled the celebrities.753 The Surveillance Technology Oversight Project 
(STOP)754 has obtained public records confirming that the NYPD used 
FRT on approximately 22,000 occasions from 2016 to 2019.755 Despite the 
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NYPD’s assertion that there have been no wrongful arrests, at least half a 
dozen lawsuits have been filed against the department for its use of FRT. 

In 2020, Derrick Ingram, a prominent Black Lives Matter (BLM) activist, was 
accused of assaulting an officer by shouting into a bullhorn near the officer’s 
ear. The police who arrived at Ingram’s place of residence were reportedly 
holding a document called Facial Identification Section Informational 
Lead Report, thus inadvertently confirming that the NYPD used FRT on 
Black Lives Matter protesters.756 The available evidence suggests that the 
NYPD, despite its official policies, used FRT to identify a BLM protester 
and seemingly fabricated a criminal charge to do so, while the warrantless 
military-style siege lasting four hours was seemingly used by the police 
force to send a political message to activists in the BLM movement.757 Once 
the NYPD dropped the misdemeanour charge against Ingram, he filed a 
lawsuit claiming to be the victim of the NYPD’s campaign of intimidation, 
harassment and manipulation, and that police relied on fabricated evidence 
as means of justifying the brutal crackdown.758

Whilst the state of New York does not currently have regulations in place 
that would have stopped this, as the legal section of this book notes, five 
US states (Washington, Colorado, Maine, Virginia and Alabama) prohibit 
law enforcement agencies from using a facial recognition match to establish 
probable cause in the way that seems to have been done by the NYPD in 
the case of Ingram. This example is further notable because, whilst many of 
Suresh and Guttag’s harms were likely at play, it was an egregious deployment 
“bias” (although the word feels insufficient here to explain what occurred) 
that constituted the particular source of harm.

The confluence of several factors have contributed to the development 
of the NYPD’s expansive surveillance system. The department utilised 
a covert funding stream to acquire advanced surveillance technologies 
and capabilities. Furthermore, the NYPD created its own procedures and 
guidelines for the use of such technologies, which has contributed to an 
opaque system, lacking in almost any transparency or accountability.759 
Many unknowns still persist regarding the efficacy of the NYPD’s 
employment of facial recognition technology. Given the Department’s 
history of impropriety, any data presented by the NYPD on this topic 
should be viewed as unreliable and selectively chosen until further proof is 
provided. 
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The New York case illustrates that the use of surveillance technology is likely 
to amplify existing racial disparities in the outcomes and effects of current 
policing practices and policies. Racialised communities are the target of over-
policing and over-surveillance, which can create a chilling effect on the rights 
and freedoms of members from these communities — for example, how safe 
and free they feel to join a Black Lives Matter protest. This in turn increases 
the likelihood of misidentification for members of racialised communities 
(because they are statistically more exposed to inaccurate technologies), 
compounded by the fact that FRT is known to be prone to errors when 
identifying people of colour. The deepening of racial disparities seems to be 
an inevitable outcome of using technology to strengthen surveillance and 
intensify the policing of racialised and minoritised communities. 
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THE BANOPTICON: EQUAL 
DISCRIMINATION OF 
PEOPLE ON THE MOVE
In this chapter, we have already discussed how facial recognition technology 
and other forms of biometric (mass) surveillance particularly affect 
minoritised, racialised and disenfranchised groups. The situation is no 
different when it comes to surveilling national borders. Recurring refugee 
crises at EU and US borders have repeatedly demonstrated that those 
in the most vulnerable positions bear the biggest brunt of experimental 
technologies being rolled out under the guise of national security and so-
called humanitarian protection. 

While the implementation of the EU’s biometric Entry Exit System (EES), 
which will facilitate easier border crossings for all Schengen Area residents, 
has already been postponed multiple times due to concerns about the risks 
of the system,760 the same cannot be said for several active port and border 
surveillance systems that are being used to monitor people on the move, 
in particular refugee and migrant populations. Governments all over the 
world have been experimenting with the use of FRT and other biometric 
technologies at their borders, which often lead to populations on the move 
being unfairly profiled or having their personal data collected and stored 
without proper consent, and also risk leading to the criminalisation of 
even the intent to migrate (which amounts to a violation of international 
refugee law).761 In many countries, the technology has also been linked to 
pushback practices, i.e. the collective expulsion of persons, usually before 
they reach a particular country or territory, often in very dangerous ways.762 
To compound this, studies have shown that across European countries, 
minoritised and non-Western immigrant populations were found to be 
at higher risk of discrimination and criminalisation by national policing 
structures.763

Scholar Didier Bigo (2005) problematises the concept of the “banopticon” 
to explain how particular social groups become subject to constant 
surveillance in relation to transnational security practices. As such, the 
banopticon posits the targeted group (minoritised people on the move) 
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as excluded from normalised societal structures because of their future 
potential for disruption (through profiling), which therefore leads to a 
valid exclusion and helps enforce their lack of free movement potential (a 
normative imperative of mobility).764 This allows the structures of power 
to afford the majority a feeling of safety, despite the constant climate of 
fear and uncertainty that plague nation-states in their exaggerated thoughts 
of terrorist or other attacks on their sovereignty. The “othered” groups of 
populations on the move become over-policed in ways that the in-group 
will never be, putting the excluded groups at greater risk of dehumanisation 
practices, usually in the name of security.765 Another key takeaway is 
that, contrary to the Panopticon, these structures are not centralised or 
homogenised, allowing them to cast a much wider net and use a variety of 
techniques to fulfil their intentions.
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HYPERION AND CENTAUR: GREECE’S BORDER 
MIGRATION SURVEILLANCE POLICY

The border surveillance industrial complex has become an increasing reality 
for countries on the frontlines of mass migration.766 In Europe, the primary 
point of entry for people on the move is most often Greece, and so the 
country has inadvertently been positioned as the testing ground for some 
of the EU’s biggest government agencies to trial technologies and methods 
against people on the move. This includes the European Border and Coast 
Guard Agency Frontex, which deals with border and coastline security in 
EU-member and Schengen countries.767 For years, more specifically since the 
2015 migrant crisis, the country, as well as international policing agencies, 
have been scrutinised over their use of invasive surveillance technologies. 
The surveillance systems in use have also, as a rule, been deployed in non-
transparent and harmful ways, often discriminating against asylum seekers 
and playing a part in massive pushbacks at sea, which amount to a violation 
of international refugee law. In 2022 alone, a study showed that there were 
over 200,000 illegal pushbacks from external EU borders, with Greece 
accounting for more than 26,000 cases.768 

The ongoing harms that these systems pose for populations on the move 
are thoroughly documented and contribute to creating a hostile climate 
for people seeking to migrate to other countries for reasons such as war, 
famine, threat of persecution or economic issues. In a 2022 report, the 
Balkan Investigative Reporting Network (BIRN) concluded that Greece 
used pandemic-recovery funds supplied by the EU to implement two 
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new systems for monitoring people on the move and in makeshift refugee 
camps, which they have had in plan since 2020. The two systems, named 
Hyperion and Centaur, track the movement of people in and out of asylum 
camps in the country through use of behavioural analysis algorithms as well 
as fingerprint identification, and send CCTV and drone footage directly 
to the Ministry of Migration and Asylum.769 The Ministry never refers to 
these algorithms or fingerprints as biometrics in official documents. BIRN’s 
investigation determined that proper safeguards were not put in place for 
the systems prior to their rollout (if such a system can even be safeguarded, 
given the incredible imbalance of power), with the Greek government not 
appointing a Data Protection Officer or facilitating Data Protection Impact 
Assessments for either system, despite both being requirements under the 
EU’s GDPR. In March 2022, a number of organisations from Greece and 
throughout Europe filed a request for an investigation into the systems with 
which the Greek DPA, the Hellenic Data Protection Authority, complied.770 
However, there have been no recent developments in the case and the DPA 
has not released any additional information.

One of the investigating NGOs, Greek organisation Homo Digitalis, 
previously also raised concerns about the Hellenic Coast Guards’ intentions 
to procure social media monitoring systems that would be used to track 
asylum seekers’ activities, as well as to obtain access to their information, 
including private communications, images, videos and posts.771 The extent 
of the systems being put in place by the Greek authorities to monitor 
asylum seekers seriously infringes upon the human rights and liberties that 
are guaranteed to communities on the move by a number of international 
declarations. These deeply-invasive surveillance structures pose a grave 
threat and can lead to the establishment of a dangerous precedent that could 
possibly encourage other countries to follow suit. Illegal and dehumanising 
border practices have already been documented in other EU countries 
such as Hungary772 and Croatia,773 which could be potential future points 
for the deployment of biometric mass surveillance technologies. This 
would contribute to the ongoing securitisation of border protection and 
criminalisation of migration. Such an example also emphasises why it is 
so important that our definition of biometric mass surveillance include 
arbitrarily-targeted surveillance, such as against people on the move. 

In 2022, a letter to EU decision-makers spearheaded by a group of civil 
society organisations, including Access Now, European Digital Rights 
(EDRi), the Platform for International Cooperation on Undocumented 
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Migrants (PICUM), and the Refugee Law Lab advocated for stronger 
guarantees within the AI Act when it comes to protections for communities 
who are pushed to the margins, as well as people on the move, in the context 
of high-risk AI systems.774 The letter was signed by 42 organisations and 
details the ways in which these communities are at a higher risk of being 
targeted and impacted by these systems. The appeal specifically mentions 
emerging technologies that are being tested at border crossings, such as 
remote biometric identification (RBI), emotion recognition, biometric 
categorisation and automated risk assessments.

Signalling a significant win in several regards, in early May 2023, two 
committees of the European Parliament voted to endorse protections in 
the AI Act that would ban several uses of emotion recognition technologies 
(including law enforcement and migration), biometric categorisation, 
remote biometric identification in publicly-accessible spaces, and predictive 
policing systems.775 Although the move was embraced by many civil society 
organisations across Europe, it was equally pointed out that there is still a 
long way to go when it comes to predictive systems. For instance, predictive 
analytics systems which are not addressed in the Parliament’s draft text are 
nevertheless a key component in how police track and obstruct migration 
movements. Furthermore, as the EU law section of this book notes, the 
European Parliament intends to ban RBI in public spaces — but this does 
not seem to include border crossings, detention centres or camps.



FACEBOOK FOR PALESTINIANS: ISRAEL’S DRACONIAN 
USE OF BIOMETRIC SURVEILLANCE 

Israel’s over-policing of Palestinian residents has been steadily increasing 
over the decades, with biometric surveillance systems constituting a 
significant part of this. The Israeli government first started using facial 
recognition software on Palestinians in 1999 to monitor those with 
working visas coming into the territory.776 Israel controls all entry and exit 
points in the West Bank, and this control is effectively streamlined through 
the use of a comprehensive network of CCTV and databases that include 
biometric information of Palestinian individuals.777 Such a set-up perfectly 
illustrates how software, hardware and databases fit together into a system 
of punishment and oppression. The Palestinian people’s right to movement 
and right to privacy are grossly violated by these practices, which treat them 
like walkingbarcodes, and should serve as a stark reminder of the extent of 
misuses that mass biometric surveillance can bring to communities. 

Israel’s latest development has been investigated in Amnesty International’s 
2023 report “Automated Apartheid”, which focuses on examining the 
system nicknamed “Red Wolf”.778 This sophisticated BMS system connects 
Palestinian faces with pre-existing personal data stored in government 
and military databases. It also allows Israeli soldiers to train the system by 
connecting civilians’ faces with IDs until the system starts automatically 
recognising individuals and checking previously collected information 
in order to assess if they can pass through military checkpoints or if they 
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should be detained and arrested. All of this, of course, is done without the 
consent of Palestinian individuals, nor are they notified about the ways 
in which their personal data are being stored and used, or for how long. 
The capabilities of this system are still not fully comprehensible to outside 
researchers or even to the Palestinian people who are subject to it. Amnesty 
International also identified Hikvision and Dutch-based TKH Security as 
vendors of much of the surveillance tech used in the country.779

Aside from using biometric surveillance systems like facial recognition, 
Israel is also deeply involved in creating them. AnyVision Interactive 
Technologies is an Israeli start-up technology company which creates 
and distributes facial recognition systems with wide-ranging capabilities 
for biometric mass surveillance. The company has claimed that their 
software is easily connected to any camera and easily accessible with limited 
computing skills or capacities.780 The company has also been linked to top-
secret projects that are being facilitated by the Israeli army and deal with 
checkpoint monitoring of Palestinian people. However, information has 
come to light that their software was being used inside the West Bank to 
constantly observe residents of the territory.781 

The Israeli government has worked on integrating their databases of 
Palestinian residents’ biometric data, and has equipped military forces with 
phones that have facial recognition technology. The smartphones are able to 
access the databases through face scans, which allow soldiers to immediately 
detain or harass Palestinians trying to cross checkpoints or even within 
the confines of the West Bank. The system is known as “Blue Wolf”, and 
is an extension of the Wolf Pack database in which all private information 
is initially stored. Soldiers reportedly refer to it as the “Facebook for 
Palestinians”.782 For a use case so egregious, Suresh and Guttag’s taxonomy of 
harms is arguably of limited use: clearly, even the most technically “perfect” 
system would do nothing to mitigate the extent to which Palestinians are 
being routinely controlled and oppressed in ways that are facilitated by 
biometric mass surveillance tools.



BETWEEN A ROCK AND A HARD PLACE: CENTRAL 
AMERICA AND THE US’ SOUTHERN BORDER

The non-refoulement principle is a fundamental aspect of the international 
migration legal system, which is unfortunately being violated through the 
pushback, detention and deportation of asylum seekers to third countries, 
often labelled with the misnomers “safe third countries” or “first countries 
of asylum”.783 In recent decades, there has been a growing global trend 
towards externalisation, offshoring and outsourcing of asylum processing 
to neighbouring and even distant countries. This approach is an attempt 
to prevent asylum seekers from ever reaching the state border in the first 
place.784 As this section has already noted, this has been seen at EU and US 
borders.

The unfettered pushback in maritime interceptions, along with the 
possibility of detainment in Guantanamo Bay or deportation to distant 
Latin countries, has led to asylum seekers trying new landlocked migratory 
routes. This was clearly demonstrated in 2013, when Mexico (the country 
of origin of many US immigrants) became a transit country, and one quarter 
of a million migrants were apprehended at the US-Mexico border. In the last 
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decade, the US has heavily invested in outsourcing enforcement operations 
dealing with people on the move, all with the goal of preventing them from 
ever reaching the Mexico-US border. For instance, since 2020, Panama has 
detained many trans-continental asylum seekers, including 2,000 Haitians in 
its southern Darien province.785 Panama’s migration enforcement apparatus 
receives significant support from the US Department of Homeland Security. 
The United States has signed “safe third country” or so-called Asylum 
Cooperative Agreements (ACA) with Mexico and all three Northern 
Triangle countries (El Salvador, Guatemala and Honduras).786

In addition to outsourcing enforcement operations, the exchange of 
biometric and other personal data of migrants is another element of the 
vast collaboration framework designed to physically prevent migrants 
from reaching the US border. The United States signed non-binding 
memorandums with Mexico in 2017,787 and the Northern Triangle countries 
in 2019,788 agreeing to share biometric data of people on the move as part of 
the International Biometric Information Sharing Program (IBIS).789 

However, there is a lack of accountability for all states and actors involved 
due to the absence of transparency from authorities, the opaque nature of 
operations in the field, and the vague language and non-binding nature 
of the agreements.790 This makes it difficult, if not impossible, to conduct 
independent assessments of the human rights impact (although the 
resulting human suffering is all too visible). Watchdog organisations have 
proposed the introduction of safeguards to protect migrants’ human rights. 
These would include adopting data protection laws in all relevant countries; 
prohibiting mass profiling, predictive analyses and intrusive geolocation 
tracking; limiting access to personal data; ensuring special protection of 
children; requiring informed consent for biometric data processing; and 
ensuring the enforcement of data protection rights (in particular of access, 
rectification, deletion and objection).791

Foreign data-sharing has become deeply embedded in US immigration 
enforcement, resulting in numerous due process and civil rights violations. 
Unverifiable information from foreign police forces is shared through a 
network of data systems and made available to US Customs and Border 
Protection (CBP) and Immigration and Customs Enforcement (ICE). 
While CBP agents screen people at the US border, ICE agents use the 
provided information as a basis for detention and/or deportation.792 
However, documented case studies have shown that serious problems exist 
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with the accuracy of this data. The data are provided by foreign police forces 
that have been reported by the US administration to regularly violate human 
rights and liberties and engage in corrupt behaviour. For example, one 
asylum seeker was fleeing his country because police officers had intimidated 
him and asked him to give false witness testimony, only to find himself in 
detention due to malicious data about him that was provided by the same 
police force.793 When deciding on migration cases, the US administration 
and judiciary frequently utilise information on apparent gang association, 
despite such information lacking any discernible means of establishing 
its validity or basis. The National Immigrant Justice Center (NIJC) has 
provided legal counsel to more than one hundred separated parents and 
their children. Most often, individuals are labelled as gang affiliated without 
due process or supporting evidence.794

The enforcement of US migration policy has had a clear detrimental 
impact on the rights and freedoms of people on the move. The unfettered 
pushback in maritime migratory routes has redirected people on the move to 
landlocked paths, increasing migratory pressure on the US-Mexico border 
and prompting the US to invest heavily in Northern Triangle countries’ 
capabilities to find, detain and deport migrants. This has forced migrants 
to embark on ever-more dangerous routes that are beyond the reach of US-
funded capabilities of local authorities. One such route is the notorious 
Darien Gap — a roadless795 and lawless area of mountainous rainforest in 
Colombia and Panama,796 where “robbery, rape and human trafficking are 
as dangerous as wild animals, insects and a lack of clean water”.797 

It is difficult to calculate the ultimate human cost of US immigration 
policy.798 This vast enterprise, whose sole goal is keeping people on the move 
off the US border, relies on externalisation and outsourcing of enforcement 
operations to Central American countries, which would not be possible 
without the transborder exchange of people’s personal data, biometrics 
included. While such data are not reliable (especially gang affiliation 
information), they are taken at face value and determine the fate of migrants 
and their families. Negative impacts on human rights are overlooked by both 
the US and Central American countries — the first content with expanding 
the reach of its enforcement away from the border through externalisation 
and outsourcing, the latter eager to maintain and expand US investments in 
the externalising and outsourcing of the processing of asylum seekers.
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TECHNOSOLUTIONISM 
GOES PRIVATE: USES 
OF BIOMETRICS IN THE 
PRIVATE SECTOR
This area of interest is slightly different from the cases already observed in 
this book, where states were ultimately responsible for the biometric mass 
surveillance practices. In the previous cases, companies played everything 
from a facilitating role to an encouraging or even instigating role, but 
here, they take centre stage. Traditionally, private entities have not been 
responsible like governments for the well-being of citizens and residents. 
Moreover, they are motivated by profit, and therefore work in the interest 
of generating it — as the technical section of this book has clearly shown. 
Yet companies are not devoid of all responsibility and should also be able 
to account for the technologies they are implementing. In fact, with the 
introduction of the UN’s Guiding Principles on Business and Human 
Rights, more and more legal systems are considering or implementing 
clear human rights obligations on companies.799 This segment looks at 
three specific aspects of the private, for-profit implementation of biometric 
surveillance systems that are on the rise worldwide. 



SMILING FACES AND CONTROLLED SPACES: 
BIOMETRICS IN RETAIL

At first glance, the use of facial recognition and other biometric technology 
might evoke images of shoppers paying for their purchases with selfies or 
their fingerprint — which is risky enough, as a later case study will touch on. 
But the ways in which they can be tracked as they navigate through stores 
is a more pressing and less studied issue. CCTV and other “traditional” 
surveillance systems have been in use in the retail industry for a long time . 
However, certain retail chains have recently been upgrading their systems to 
include the use of facial recognition technologies, which are more intrusive 
and rely on the use of biometric data. 

The main justification for the use of surveillance in shops tends to be 
security reasons. Yet we would argue that there is no sufficient justification 
for collecting and retaining personal data in order to approach this issue, 
given the availability of less-intrusive alternatives. This is especially true in 
instances where customers are not aware that they are being surveilled when 
they enter stores, such as in the case of three large Australian retail chains.800 

After a consumer group revealed the secretive use of facial recognition 
technology to surveil shoppers by Australian retail giants Bunnings, Kmart 
and The Good Guys, a wider conversation about the use and retention of 
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personal data by supermarket giants was sparked. CHOICE, the consumer 
advocacy group, surveyed a number of Australia’s leading retailers and 
found that only those three collect and store biometric data through their 
facial recognition software. The group has also pointed out that the physical 
signs posted up at the stores, which are supposed to inform customers that 
they will be subject to facial recognition technology (FRT) upon entering 
the stores, are too small, easy to miss, and overall negligible.801 

Both of these practices would account for potential violations of Australia’s 
Privacy Act, which stipulates a proportionate collection of sensitive data, 
including biometrics. The Act also notes that the data collection must 
be suitable for business purposes, which would require a more detailed 
explanation from the companies using these technologies. In line with these 
observations, CHOICE has asked the Office of the Australian Information 
Commissioner (OAIC) to investigate the retailers’ practices concerning the 
use of facial recognition and biometric data collection.802 As soon as the 
OAIC announced its probe into the retailers, all three companies suspended 
their use of the technology.803 As of February 2023, the OAIC has said that 
their investigation into Kmart and Bunnings will be completed by July.804 
As of current, there have been no updates on the case. 

The Commissioner’s Office also revealed that its investigation into The 
Good Guys appliance chain has been dropped, since the company stated 
that it would be halting its use of FRT, initially while the investigation was 
being undertaken, which then became indefinitely.805 The 2022 complaint 
filed by CHOICE for the retailers’ use of biometric data leaned heavily on 
a previous case concerning convenience superstore 7-Eleven, which used 
FRT on their in-store tablets in order to rate customer satisfaction. The 
company tried to argue that their use and collection of facial images did not 
constitute a breach of the Privacy Act, since they claimed that the data were 
not being used to identify and monitor individuals. However, the practice 
was discontinued following the OAIC investigation, which stipulated that 
there was no evidence that biometric data was necessary for evaluating 
customers’ in-store experience, and 7-Eleven was obligated to delete all of 
the previously collected customer data.806

In a similar case, Amazon, who in 2021 was lauded by some for apparently 
stopping police from using their facial recognition software, has been 
involved in two cases of deceitful biometric data collection at their “Go” 
physical stores in New York City.807 It was alleged by the plaintiffs in the 
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subsequent cases that the store did not adequately display a sign at the 
entrance to notify customers that upon entry their biometric data was 
collected.808 

Other cases elsewhere also indicate that FRT is being used for additional 
monitoring of customers, such as systems that prevent customers from 
scanning the wrong thing at self-checkout stations.809 Additionally, 
concerns about hyper-personalised pricing have also surfaced with the 
introduction of such technologies, since there is no feasible way to know 
where retail stores decide to draw the line when they have access to such 
sensitive consumer information.810 This would mean that stores would be 
able to target specific customers who are inclined to use store apps to buy 
their products, and price fix based on the collected information. Although 
hyper-personalisation practices have been active for over a decade,811 the 
introduction of FRT into the mix stands to create a new area of concern, 
especially if these practices are overused and under-regulated.812 The kind 
of pervasive online tracking, for example across social media platforms, that 
digital rights groups have fought against for years, are being brought into 
offline spaces thanks to such uses of biometric surveillance technologies.

Therefore, transparency is a key tool in ensuring that misuses of such practices 
do not go unchecked (or happen at all), and can incentivise companies to 
be more mindful towards their customers’ data. This is especially true for 
products that gather sensitive data, such as Amazon’s Alexa, which collects 
and stores voice data, and other products reliant on biometric features and 
sensors retention.813 

Using biometric data to identify shoppers poses a number of potential 
harms — for one thing, misidentification is sure to occur, and there have 
already been prominent cases involving huge tech giants such as Apple.814 
Apple was accused of misidentifying a shoplifter through their in-store 
facial recognition software and filing a police complaint against a teenager 
who never entered the store nor even the state in which the incident had 
occurred. 

The negligence present in the case points to deeper rooted systemic problems 
within which such systems operate. According to the filed lawsuit, Apple 
and its security contractor, Security Industry Specialists (SIS), consciously 
misidentified an individual accused of shoplifting in one of their stores 
through the mismanagement of their surveillance system. It was uncovered 
that human error deferred the arrest of the real perpetrator, because he was 
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carrying the accused teenager’s stolen driving permit. Instead, the decision 
was made to connect surveillance footage to the permit without additional 
checks, and subsequently the police made no further effort to validate the 
suspect’s identity.815 The only feature connecting the two men was their 
race. 

Other countries and jurisdictions have also seen retailers rush to implement 
facial recognition and other forms of biometric surveillance in their shops. In 
the UK, the Co-op supermarket came under fire for using facial recognition 
to identify and obstruct shoppers who had been placed on a watchlist by 
other retailers — with no evidence or independent assessment of whether 
the people on the watchlists had committed or attempted to commit any 
crime.816 In Europe, Dutch facial recognition company VisionLabs is one 
of many that offer the use of biometric systems to profile shoppers as they 
move around a store — including through the path that they take, the items 
that seem to interest them, their emotions, and more.817

Pressure in the US has been mounting on large retailers to halt the use of 
facial recognition in their stores. Fight for the Future, a US-based collective 
of activists, started a campaign to ban facial recognition in stores, and 
allows customers to view which retailers use facial recognition technology 
in their stores as well as those who have made a pledge to refrain.818 Private 
companies are obligated to align their use of surveillance systems with local 
laws, and may therefore be incited to change their practices by concerns 
and complaints coming from consumer groups and public officials. The 
amount of oversight and potential room for influence does depend on the 
specific country in which the companies operate and can therefore lead to 
diverging practices.819



PRIVATE TECHNOLOGY IN PUBLIC SERVICE 

Previously in the book, we have touched upon how governments opt to 
utilise biometric surveillance technologies for what they claim are national, 
border and port security reasons. But another avenue through which 
governments have started cosying up to biometrics relates to socio-economic 
development. Around the world, small and large countries are finding new 
ways to incorporate residents’ sensitive data into everyday practices.

It is important to note that none of these advances are risk-free. Governments 
need to seriously consider the privacy threats involved when working on 
developing and adjusting new technologies to their and their residents’ 
needs, as well as carefully evaluate third party vendors with which to work 
on their implementation. 

The security of residents’ personal data can play an influential role in 
governments’ decisions to use biometric technologies in everyday life. 
Ensuring residents’ interactions and satisfaction with public e-services has 
become increasingly challenging for governments, especially in the face of 
the COVID-19 pandemic, which has had a significant impact on in-person 
sectors — the majority of government services — since 2020. As a result, 
governments have seemed to shift focus on finding new ways to expand the 
digital frontiers in an effort to deal with questions of residents’ personal 
information security, but in the process have seemingly overlooked privacy 
concerns. Access to life insurance policies, medical information, finance 
management and secure online communication with public services staff 



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

263

PR
A

C
TIC

A
L CA

SE STU
D

IES

all require some form of verification. Although passwords are still the most 
widespread form of identity authentication, many companies increasingly 
offer purportedly more advanced tech “solutions”. Obviously, this poses 
a number of challenges, since e-services for the most part continue to be 
developed by third-party vendors. Some service providers, such as banks, 
opt for integrating biometric technologies used by major tech companies 
like Apple and Samsung, which in the past have been criticised for lacking 
privacy by design models. 

In Asia, biometrics are becoming an increasing part of everyday government 
services operations. Thailand has already added facial recognition to 
bolster their authentication of new banking customers by integrating the 
government-initiated National Digital ID platform (NDID).820 The NDID 
is a privately-owned digital ID services company that claims to simplify 
citizen verification processes for companies and services throughout 
various sectors such as banking operations, healthcare, taxpaying and 
insurance.821 In early 2022, the NDID partnered with Mastercard to offer 
their verification services outside the country, which would allow them to 
expand their list of potential client companies internationally.822 The way in 
which the NDID was able to grow to this extent in a relatively short amount 
of time was credited to a regulatory sandbox which allowed them to test out 
their services in real-time on residents, without worrying about violating 
privacy laws. The sandbox principle exempts such services from regulatory 
compliance and allows the company a carte blanche to collect evidence on 
the efficacies of their technology. While in Thailand’s case this experiment 
reportedly helped the country grow its digital GDP, which is expected to 
amount to a third of the country’s overall GDP in the next five years,823 
the stakes are too high not to consider the potential downsides of such 
integrated systems which contain residents’ biometric data. 

In Russia, the Unified Biometric System (UBS) is a state-sponsored and 
state-developed system which allows Russian residents to access and use 
a number of services across the country.824 The system was developed in 
collaboration with the Bank of Russia and Rostelecom, Russia’s biggest 
telecommunications service provider, and collects individuals’ biometric 
identifiers such as voice and face prints. The UBS has become a central 
part of all the biometric identification tech distributed among Russian-
based banks and other businesses since 2018. The personal data collected 
by banks in the country is done through a twofold process — first the bank 
collects individuals’ biometric data for their own security purposes, and 
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then the data is collected to pass onto the UBS.825 Although the collection 
of biometrics for the UBS is still on a voluntary basis, reports have been 
released that the government has called for the system to be integrated 
into secure spaces in the country such as defence and nuclear facilities.826 
However, in 2022, Russia’s lower parliament house adopted a bill which 
would mandate banks to submit clients’ biometric data to the government 
without clients’ prior consent.827 The mass centralisation of biometric data 
in Russia has been linked by privacy experts to an organised push to control 
as much information on citizens as possible, since banks were ordered to 
hand over clients’ biometric data by the states’ security services.828

The mass centralisation of personal data systems can pose a number of 
threats to individuals’ privacy, from breaches to misuse of data, and the risks 
can grow increasingly with biometrics in the mix. 



265

THE BILLION-FACE DATABASE: CLEARVIEW AI 

The private sector has been at the forefront of expanding the use of facial 
recognition and other biometric technology across the world, which has a 
growing impact on the interests and rights of residents. Private companies 
function both as suppliers (developers) and purchasers of biometric 
technology. However, the laws regulating the use of facial recognition and 
other biometric surveillance are often not sufficient to deal with the scale of 
the harms entailed, as the Legal section of this book has emphasised.

Consequently, private companies frequently develop products, business 
plans and marketing strategies without sufficiently considering negative 
externalities such as discrimination, invasion of privacy and the risks to 
other human rights. These issues are often left to the general public to 
create public pressure for the introduction of government regulations, or 
for privacy activists and human rights defenders who engage in strategic 
litigation to curb the use of such technologies. The case of Clearview AI 
exemplifies this situation — with abuses of biometric data so numerous that 
several other chapters of this book have already explored the issue across 
various jurisdictions.

Clearview AI has gained notoriety for its facial recognition service, which 
relies on a face biometrics database constructed by scraping personal photos 
published online, primarily from social networks.829 The core business 
model and the tool itself are built on profoundly illegitimate processing of 
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personal data, deemed entirely unlawful under the GDPR. In the European 
Union, Clearview AI has faced a series of fines resulting from strategic 
litigation by privacy activists and ex officio actions taken by European Data 
Protection Authorities (DPAs). The DPAs of three EU Member States have 
issued €20 million fines to Clearview AI: Italy (March 2022),830 Greece 
(July 2022),831 and France (October 2022).832 Even before these decisions 
by EU DPAs, the UK DPA ICO issued the company a £7.5 million fine 
(December 2021).833 Just recently (May 2023), the French DPA issued yet 
another fine of €5.2 million for not complying with orders issued with the 
first fine.834 The Austrian DPA also deemed the company’s practices illegal, 
but no fine was issued.835 

Until 2020, Clearview AI sold its services to both private companies and 
public authorities. However, this business plan was struck down by a 
lawsuit filed by the ACLU, leading to a ban on the sale of their services 
to private companies in the United States.836 Nevertheless, the company 
continues to provide its services to law enforcement agencies, contributing 
to the ongoing debate on the use of facial recognition and regulation in the 
US, particularly in relation to the ways in which the use of these systems 
entrench and exacerbate racist policing. The technical aspects regarding the 
accuracy of facial recognition technology are extensively discussed in the 
Technology chapter of this book, while the adverse societal effects arising 
from its use are presented in the case study examining the implementation 
of facial recognition by the NYPD.

Apart from the banking and retail sectors, it is law enforcement, including 
the national security apparatus, which is driving the demand for facial 
recognition and other biometric surveillance capabilities and tools. 
Clearview AI has garnered public attention due to its highly questionable 
data processing practices and its popularity among US police departments. 
The general public tend to become aware of facial recognition technology 
use only when it directly impacts policing procedures on the ground, which 
they themselves are witness or subject to. In contrast, many companies that 
supply biometric surveillance technology to the broader law enforcement 
community are characterised by opacity, operate under the public radar and 
without public scrutiny. Research shows that the US government awarded 
$76 million worth of unclassified facial recognition-related contracts in the 
last two decades.837 However, the worth of classified contracts awarded by 
the federal law enforcement agencies or the military is expected to be much 
higher.
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While the largest biometrics companies and technology suppliers are located 
worldwide, it appears that, perhaps due to the lack of federal regulation 
discussed in the previous chapter, American companies are consistently 
willing to “move fast and break things”. This approach to unbridled 
development and selling of facial recognition tools and services is recently 
being questioned by private companies themselves. Some of them have even 
purportedly halted the development or limited the sale of such tools. For 
example, Microsoft decided to limit its suite of artificial intelligence offerings 
and discontinued its facial analysis tools that are able to detect a person’s 
emotional state due to inaccuracies and discriminatory applications — 
although as chapter one notes, there are concerns about how genuine and 
effective this moratorium actually is.
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EYES, EARS AND 
AWARENESS: CONTROL 
OF PUBLIC SPACES
The increasing normalisation of the constant surveillance of public spaces 
raises a number of concerns about privacy and civil liberties. Residents 
have a right to privacy and should not feel like they are constantly being 
watched or their every move is being monitored. Massive football and other 
sports stadiums have established themselves as one of the most convenient 
testing grounds for new surveillance technologies all around the world. The 
reasoning for this is that governments understood that major sporting events 
are a very convenient way to usher in and justify the mass use of surveillance 
technologies, as well as try them out before further deployment in society. 
This is why the majority of cases that involve public space surveillance, 
most recently the 2022 FIFA World Cup in Qatar838 and the 2024 France 
Olympics,839 are always steeped in technosolutionist controversy. Conversely, 
it is worth mentioning that the facial recognition surveillance of stadium 
goers also involves a financial aspect, as it allows companies to protect their 
interests. Such was the case of FIFA cracking down on fans for wearing a 
certain colour at the 2010 World Cup, because the organisation suspected 
that they were carrying out a campaign for a brand that sought to advertise 
at the game but was not an official FIFA sponsor.840 With 15,000 cameras 
deployed in Qatar for the 2022 World Cup, the Chief Technology Officer 
of the company handling the surveillance infrastructure at the event called 
the system “the eyes, ears and awareness of all stadiums at the same time”.841 
This intrusion on privacy fosters a culture of fear and inhibits personal 
freedoms, ultimately undermining the democratic fabric of society.



VIVE LA SURVEILLANCE! — THE 2024 FRANCE OLYMPIC 
GAMES

National security is often a shorthand for government-led deployment of 
facial recognition technologies, especially in cases such as parades, festivals 
or sporting events. It then comes as no surprise that the Olympic Games 
are a major point of contention when governments try to balance security 
and privacy. In Security Games: Surveillance and Control at Mega-Events, 
Colin Bennett and Kevin Haggerty argue that these mega-events provide a 
breeding ground for experimentation with monitoring and surveillance of 
public spaces, and require little to no explanations of the safeguards which 
should be put in place beforehand. They also note that “[s]ecurity has 
become an integral part of the Olympic ritual”.842 

Notably, one of the main incentives for increasing the securitisation of 
mega-events was the 9/11 attacks, which have given governments blanket 
authority to experiment with invasive technologies. As discussed in our 
overview of the use of surveillance in the context of national security, an 
added layer is present in the organisation of major events, especially those 
with an international character that attract a major audience, such as the 
World Cup or the Olympics. These events have social, economic and 
national importance for the host country, and are therefore usually a stage 
to display the country’s capabilities to control and facilitate these events. 
Unfortunately, the main area of competition at these events has become the 
increased surveillance of the public.

At the centre of one of the most privacy-regulated parts of the world, the 
EU, a long-brewing discussion has surrounded the securitisation of the 
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Olympic Games. France, which will be host to the 2024 Summer Olympics 
and Paralympics, has had a rocky road coming to terms with how it wants 
to approach the issue of surveillance and security in light of next year’s 
ceremonies. In November 2022, the French government vowed not to use 
facial recognition technology, citing it as a “red line” in terms of privacy 
violations.843 However, in March 2023, the Parliament approved Article 7 of 
the Olympic Games law, which stipulates the use of automated behavioural 
surveillance of public spaces for the duration of sporting, recreational or 
cultural events..The government argued that this did not include capabilities 
for uniquely identifying a person.844 

Despite strong opposition from MEPs and civil society organisations,845 
the French government managed to push the bill through. It was helped by 
the fact that the controversial retirement reform was the focus of attention 
at that time, and left no space for public debate to raise awareness about 
biometric surveillance. Privacy and civil rights advocates have pointed out 
that this sets a dangerous precedent not only in France, but in Europe more 
broadly. They have also scrutinised the supposed remarks by the government 
that the automated video surveillance technology does not amount to or 
in any way utilise biometrics, citing that this is a clear misconception and 
a reinterpretation/misuse of legal concepts.846 The automated surveillance 
technology is supposed to aid police authorities in monitoring and flagging 
“suspicious behaviour” at the event. At the time of writing, the government 
has not yet released a decree which would define the given flagged 
behaviours, but we can conclude that targeted suspicious behaviours would 
be common ones such as walking the wrong way in a crowd, lying down 
in the street, running, etc. The real-time surveillance software is capable of 
detecting items and behaviour that can potentially be flagged as risk-prone 
by authorities.847 

The development of surveillance tech employed for national security 
purposes at major events has been steadily increasing both in quantity 
and sophistication. By some estimates, while budgets for securing the 
Olympics in 2000 were in the millions, following the 9/11 attacks those 
numbers grew into the billions.848 However, when analysing the many areas 
in which surveillance technology deployed at the Olympic Games has been 
used in the past, we notably find reports of over-policing of impoverished, 
minoritised and racialised communities documented during the 2016 Rio 
Olympics.849 The use of the technology allows authorities to decide who can 
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be present where and in what manner. Therefore, the potential for misuse 
of such technology during, but also after the events, lacks critical scrutiny.

The French Olympics law is another example of governments utilising major 
events to push a security agenda and promote economic interests within the 
country. It also plays into the evolving desires of France’s large algorithmic 
video surveillance industry to regulate the use of these technologies, allowing 
its players to increase their production and test and sell their systems to the 
state.850

In May 2023, the French Constitutional Court approved the bill and 
supported the government’s rollout of algorithmic processing systems. The 
experimentation phase will last until April 2025,  long after the Olympic 
Games comes to an end.851 The other major issue is that, according to the 
French government, biometric data are only related to facial recognition, 
which neglects behavioural analysis as part of the processing of biometric 
data. Therefore, the ban put into place by the Constitutional Court can be 
interpreted as a purely symbolic one, without much practical consequence 
from a legal perspective.

This case highlights the importance of legal frameworks ensuring broad 
definitions of biometric data. Otherwise, there is a very real risk that 
governments will be incentivised to search for loopholes and draw arbitrary 
distinctions between practices that they accept are too harmful, and those 
that they argue are acceptable because they do not fit the full technical 
definition.
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THE CROWN JEWEL OF CONTROL — THE UK 
CORONATION

In the last decade, the United Kingdom (UK) has cemented itself as one of 
the most prolific countries in Europe when it comes to deploying biometric 
mass surveillance systems in public spaces. Some of the most high-profile 
examples include a secretive partnership between London’s metropolitan 
police (the Met) and property developers around the Kings Cross travel hub 
from 2016 to 2018;852 the surveillance of Christmas shoppers in 2017 and 
peaceful protesters in 2018, both by South Wales police;853 the fine given 
to a man who covered his face to avoid live facial recognition (LFR) in 
2019;854 and the targeting by the Met police of primarily Black communities 
celebrating the Notting Hill carnival (an annual celebration of London’s 
Afro-Caribbean communities) in 2017.855 This is particularly alarming 
because as recently as 2023, an independent study found the Met police to 
still be “institutionally racist”,856 decades after systemic discrimination in 
the Met was first brought to public attention.

These worrying examples, and numerous others, have led to non-
governmental organisations (NGOs) such as Liberty and Big Brother 
Watch vocally contesting the UK’s quick recourse to facial recognition as 
an alleged easy solution to practically any social or criminal issue.857 They 
have pointed out the significant threats to racial justice, with many of the 
deployments happening without any consideration of the bias of facial 
recognition systems, nor the discriminatory structures within which they 
are deployed, leading to the over-targeting of racialised communities.
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These UK police pilots and deployments of biometric surveillance have 
also been interrogated by several leading academics, including a landmark 
study by Professor Pete Fussey and Dr Daragh Murray in 2019.858 Fussey 
and Murray’s research was the first independent study into the use of facial 
recognition by UK police, and found serious operational failings, a major 
lack of oversight, and many practices that would likely be deemed unlawful 
if challenged in court. Other leading academics, such as Professor Lorna 
McGregor of the Human Rights, Big Data and Technology (HRBDT) 
Project, along with Professor Fussey, have used their interdisciplinary 
human rights lens to contest these reckless deployments of facial recognition 
by the UK state.859

It is not just government authorities that have been responsible for the 
UK’s boom in biometrics. Supermarkets, in particular, have been quick to 
experiment with these technologies. Facial recognition was notably used to 
enforce no-entry policies by the Co-op supermarket chain.860 Moreover, a 
wide range of services (including major supermarket chains like Sainsburys 
and Tesco, as well as post offices) piloted biometric-based systems for 
verifying the age of shoppers to determine whether they could buy age-
restricted products.861 Similar practices are explored  earlier in this chapter 
in the Australia case study.

More broadly, the UK biometric age-assurance company Yoti has partnered 
with large online platforms like Instagram,862 despite open questions 
about the compatibility of their practices with human rights rules. As 
NGO Privacy International has highlighted, the rapid uptake of Yoti and 
other similar services has been underpinned by a specific goal by the UK 
government to foster a globally-leading “digital identity” industry.863

The Biometrics Institute, a UK-based association, has also attracted 
attention for pushing the vested interests of the biometrics industry, whilst 
presenting itself as a non-partisan group.864 In fact, the biometrics industry 
is so central to the UK’s economy that it was estimated to be worth over 
half a billion pounds in 2022.865 It is clear, therefore, that along with social 
control and technosolutionism, the UK’s prolific use of facial recognition 
and other biometric systems has also been driven by economic interests. 
Specifically, there is a state-sponsored desire to have the most extensive 
market for biometrics in the world — an aspiration that, based on the 
research described in the Legal chapter of this book, is clearly matched by the 
government of China. Whilst not every use of biometrics is automatically 



B
E

YO
N

D
 T

H
E FA

C
E

: B
IO

M
ET

R
IC

S A
N

D
 S

O
C

IET
Y

275

PR
A

C
TIC

A
L CA

SE STU
D

IES

mass surveillance, these steps can create the underlying conditions and 
infrastructures to allow biometric mass surveillance practices to flourish.

In particular, it appears that the widespread commercial use of biometric 
systems — coupled with the UK’s extensive underlying CCTV camera 
network (the largest in Europe, with one camera per every 13 people)866 
— have contributed to an unconscious normalisation of biometric mass 
surveillance in the UK. Such practices can make it even harder for people to 
be alert to what is happening, and less aware of why it can pose such a risk 
to their rights and freedoms.

In the context of such careless experiments, profit-driven expansions, 
and a belief in technological surveillance as the solution to practically any 
problem, the coronation of King Charles has demonstrated exactly why the 
UK’s use of facial recognition in public spaces is so concerning. Notably, 
the use of facial recognition systems has been intertwined with the UK’s 
disproportionate and heavy-handed treatment of both celebrations and 
protests relating to the coronation, in a way that shows the power of these 
systems to control and suppress the right to enjoyment of public spaces.

On 6 May 2023, the coronation of King Charles III was an event that 
emphasised the polarised attitudes of UK citizens and residents towards the 
monarchy. In the run-up to the event, many people and communities were 
preparing for street parties and other forms of celebration. Many others 
were organising protests and other forms of lawful dissent. Several of these 
protests were driven by criticisms of the institution of the monarchy broadly, 
as well as the specific actions of the UK’s royal family.867 Many people also 
criticised the large public spending on the day of the coronation at a time 
when millions of UK children cannot afford to eat three meals a day.868

A few days before the coronation, the Met police announced that they 
would be pursuing their largest ever deployment of live facial recognition 
(LFR) as part of policing the event, with Professor Fussey noting that 
this deployment is “probably the largest ever seen in Europe”.869 The Met 
police were quoted as seeing the coronation as an opportunity to use facial 
recognition “to pick up the people who are wanted for an offence or who 
have a warrant out against their name”.870

The use of celebrations and protests as an opportunity for police to seek 
persons wanted for reasons unrelated to those activities suggests that 
police efforts are not focused on upholding the rights of people attending 
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to enjoy the public spaces. Rather, these legitimate, lawful activities are 
seen as an opportunity to achieve other policing goals. This suggests that 
police resources and attention were not focused on keeping the celebrants 
and protesters safe. The right to protest has been repeatedly upheld by the 
European Court of Human Rights and it is the duty of the state to respect 
and secure that right.871

Worse still, biometric surveillance technologies have been widely recognised 
to create a chilling effect that can deter people from exercising their rights 
and freedoms, in particular the rights to assembly and association.872 Despite 
this, the Met police are deliberately employing them to police protests. 
It is possible that the Met police may even have seen the use of live facial 
recognition, an obvious form of biometric mass surveillance, as a way to pre-
emptively discourage people from enjoying their right to protest. Evidence 
for this interpretation can be seen in heavy-handed social media posts by the 
Met police, which warned people against protesting, calling it “disruption” 
and strongly hinting that protesters would be arrested.873 These posts were 
widely condemned on social media for being repressive and authoritarian. 
The use of LFR is thus deeply tied up in these broader policing issues.

Moreover, whilst prima facie it may seem legitimate for the police to seek 
wanted persons, there is the additional factor that on the same day that the 
Met announced its use of LFR for the coronation, the UK’s new Public 
Order Act (2023) came into force.874 Building on the Police, Crime, 
Sentencing and Courts Act (2022),875 these laws have been strongly criticised 
for criminalising certain forms of protest, and doing so in a way that is vague 
enough to potentially  discourage a significant number of people from 
participating in protest or other lawful dissent — including because it could 
even allow police to arrest protesters who link their arms together.876 The 
UK Home Office allegedly wrote to one protest group, Republic, shortly 
before the coronation, to warn them that these new laws were designed to 
discourage groups like theirs from protesting at large-scale public events or 
taking other “disruptive” actions.877

These new laws would give the Met police the power to arrest many of 
the day’s protesters, criminalising their freedom of speech to criticise the 
coronation as well as their freedom of assembly to join with others to make 
this point. In turn, the LFR system would give them the ability to locate 
and identify protesters, which would make any reasonable person feel less 
comfortable and safe to attempt to protest, knowing how easily they could 
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be tracked in real-time. These actions by the Met police further cement the 
repressive power of the LFR deployment and the role of biometric mass 
surveillance in persecuting people trying to enjoy their fundamental right 
to protest.

Lastly, the issues surrounding UK police deployments of facial recognition 
systems raised at the beginning of this section, such as the lack of 
transparency and disregard for the high risk of discrimination, have never 
been formally resolved. This further compounds the harms, and shows the 
flagrant disregard for human rights by the Met police in deciding to use LFR 
at the coronation. Following the live facial recognition deployment at the 
coronation, the UK’s Biometrics and Surveillance Camera Commissioner, 
Fraser Samson, warned that “oversight and regulation in this increasingly 
important area of public life is incomplete, inconsistent and incoherent”.878

Overall, this case paints a picture of biometric mass surveillance as one tool 
in the UK state’s wider arsenal of techniques to control and shape public 
spaces. LFR has been used, particularly by the London Metropolitan 
police, to punish normal behaviours like covering your face in public, to 
criminalise democratic actions like protest, and to further target Black and 
other racialised communities. Building on the taken-for-grantedness of 
public surveillance thanks to the UK’s vast CCTV camera network, UK 
police have largely been able to quell public opposition to biometric mass 
surveillance, despite the important efforts of NGOs and academics.

Against this backdrop, supermarkets and other private entities have been 
quick to pilot the use of biometric or biometric-based data for other 
functions, such as verifying shoppers’ ages. Along with prolific police 
uses, these commercial uses compound the subconscious normalisation of 
biometric systems for a wide range of purposes in the UK. 

The UK is only increasing its use of people’s most sensitive data to control 
who can and cannot enjoy public spaces, amenities and fundamental 
rights. At the same time, we can see that the already insufficient legislative 
safeguards against biometric mass surveillance are increasingly being 
removed. In particular, Commissioner Samson has warned that the only 
legally-binding framework in place in the UK specifically for such biometric 
surveillance practices is about to be abolished, “and there are no provisions 
for its replacement”.879
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https://www.gov.uk/government/publications/biometrics-and-surveillance-camera-commissioner-report-2021-to-2022
https://www.gov.uk/government/publications/biometrics-and-surveillance-camera-commissioner-report-2021-to-2022
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